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Let f be a Laurent polynomial considered as a regular function on a d-dimensional alge-
braic torus Td. The aim of these notes is to explain some ideas in the study of cohomology
groups H∗(Zf ) of nondegenerate affine toric hypersurfaces Zf defined by the equation f = 0.
The central role is played by the differential equations for periods of Zf . We explain the
relation of periods of Zf to the GKZ-hypergeometric functions and discuss their applications
to number theory and toric mirror symmetry.
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1. Introduction

Let M ∼= Zd be a free abelian group of rank d, A a finite set in M , K is an arbitrary field
and {am}m∈A a finite sequence of elements in K parametrized by A.

We consider a Laurent polynomial

f(x) = f(x1, . . . , xd) =
∑
m∈A

amx
m ∈ K[M ],

as a regular function on the d-dimensional algebraic torus T = Spec [M ]. The purpose of
these lectures is to explain a common combinatorial framework related to f which appears
in different areas: complex algebraic geometry, number theory and theoretical physics.

We denote by ∆ the convex hull of A in MR = M ⊗ R.

In section 2 we discuss some explicit Zariski open condition (so called ∆-nondegeneracy)

on the coefficients {am}m∈A of f considered as points in A|A|
K . This condition is equivalent to

nonvanishing of a polynomial EA(f) which is called principal A-determinant of f . The
polynomial EA(f) was introduced by Gelfand, Kapranov and Zelevinski [25].
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In section 3 we explain the main result in [25] about the Newton polytope of EA(f) which
is called a secondary polytope of A.

The set Zf ⊂ Td of solutions of the equation f = 0 depends on the coefficients {am}m∈A.
In section 4 we consider the mixed Hodge structure in cohomology groups of complex toric
hypersurfaces Zf ⊂ Td

C
∼= (C∗)d and explain some formulas for Hodge-Deligne numbers of

Zf which were obtained by Danilov and Khovanski [17]. Instead of zero set Zf of a Laurent
polynomial f one can consider the equations

f(x)− t = 0,

where t is sufficiently large complex number. In this way we obtain a 1-parameter family
of affine hypersurfaces Zft ⊂ Td

C which are fibers of a locally trivial fibration defined by
f : Td

C → C over the set Ur := {t ∈ C : |t| > r} for a sufficiently large positive real
number r. The cohomology H∗(Zft together with the natural action of the monodromy
around t = ∞ can be described in terms of the lattice polytope

∆∞(f) := Conv({0} ∪ A)

which is called Newton polytope of f at infinity [39].

In section 5 we consider A-hypergeometric systems introduced by Gelfand, Kapranov and
Zelevinski in [26]. If all elements of A belong to an affine hyperplane 〈∗, u〉 = 1 for some
element u of the dual lattice N = M∗, then the corresponding A-hypergeometric system
has only regular singularities described by the principal A-determinant. A general case of
A-hypergeometric system motivated expenential (oscillating) integrals has been investigated
by Dwork-Loeser [22, 23] and Adolphson [1].

In section 6 we give a short review of the p-adic method of Dwork [38]. This method
allows to compute zeta-functions of hypersurfaces Zf over finite fields and L-functions of
exponential sums using p-adic analysis [41]. Various generalizations of Dwork’s method were
obtained by Adolphson and Sperber [2, 3, 4, 5].

In section 7 we describe method of Viro for describing topological varieties Zf (R) obtained
as real zero locus of Laurent polynomials f ∈ R[M ] [47]. This method has an extension to
the case of complex hypersurfaces Zf (R) [40].

In section 8 we will explain combinatorial ideas behind so called toric mirror symmetry
[10].

Im section 9 we give a list of some interesting questions which could be investigated by
students attending the lectures.

In these lectures we will avoid all technical proofs. Sometimes we restrict ourselves to only
explanation of main ideas and give some illustrating examples.
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2. Principal A-determinant

Let M ∼= Zd be a free abelian group of rank d and Td := SpecK[M ] the d-dimensional
algebraic torus with the lattice of algebraic characters M , where K is an arbitrary field. Let
A be a finite set in M and {am}m∈A a finite sequence of elements in K parametrized by A.
Consider the Laurent polynomial

f(x) = f(x1, . . . , xd) =
∑
m∈A

amx
m ∈ K[M ].

Our basic combinatorial object is the Newton polytope ∆ = ∆(f) of f :

Definition 2.1. The Newton polytope ∆(f) of f is defined to be the convex hull of all
m ∈ MR = M ⊗Z R ∼= Rd such that am 6= 0. If θ is a face of ∆(f) we define the Laurent
polynomial

fθ :=
∑

m∈A∩θ

amx
m.

Definition 2.2. A Laurent polynomial f(x) is said to be nondegenerate with respect
to its Newton polytope ∆ = ∆(f) (or ∆-nondegenerate) if for any face θ ⊂ ∆ the
system of the polynomial equations

fθ(x) = x1
∂

∂x1

fθ(x) = · · · = xd
∂

∂xd

fθ(x) = 0

has no solutions in Td for any extension of K.

It is easy to see that ∆-nondegenerate Laurent polynomials f(x) = f(x, a) form a Zariski
dense open subset in the affine space A|A| parametrizing the coefficients {am}m∈A.

The ∆-nondegeneracy condtion for f can be expressed in geometric terms using a natural
toric compactification P∆ of T [24].

Let A = {v1, . . . , vn}. If the vectors v2 − v1, v3 − v1, . . . , vn − v1 generate the lattice M ,
then the projective toric variety P∆ can be defined as the normalization of the projective
closure of T under the embedding

Td ↪→ P|A|−1

x 7→ (xv1 : xv2 : · · · : xvn).

In general situation, P∆ is defined as a projective variety

P∆ := ProjS∆

corresponding to the graded commutative K-algebra

S∆ =
⊕
k≥0

Sk
∆ ⊂ K[Z⊕M ] ∼= K[x±1

0 , x±1
1 , . . . , x±1

d ]

associated with the monoid of integral points in the cone C∆ ⊂ R⊕MR, where

C∆ :=
n∑

i=1

R≥0(1, vi).

In particular, Sk
∆ is a finite dimensional K-vector space with the basis xk

0x
m (m ∈ k∆∩M).

The torus orbits Tθ in P∆ are in 1-to-1-correspondence to faces θ ⊂ ∆. Denote by Zf

the closure of Zf ⊂ T in P∆. A Laurent polynomial f is ∆-nondegenerate if and only if
Zθ,f := Tθ ∩ Zf is a smooth hypersurface of codimension one in Tθ for all faces θ ⊂ ∆.
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Example 2.3. Let d = 1, M = Z, A = {0, 1, . . . , n} and ∆ = [0, n]. A polynomial

f(x) = a0 + a1x+ · · ·+ anx
n

is ∆-nondegenerate if and only if a0an 6= 0 and f has exactly n distinct nonzero roots
ρ1, . . . , ρn in the algebraic closure of K.

Example 2.4. Let d = 2, M = Z2, ∆ = Conv((0, 0), (n, 0), (0, n)), A = ∆ ∩ M . A
polynomial

f(x1, x2) =
∑

(m1,m2)∈A

αm1,m2x
m1
1 xm2

2

is ∆- nondegenerate if and only if the projective closure Zf of Zf in P2 is a smooth projective
algebraic curve of degree n which does not contain 3 points (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1)
and has transversal intersections with the 3 coordinate lines in P2 defined by the equations
zi = 0 (i = 0, 1, 2). We remark that in this case the toric variety P∆ ↪→ P|A|−1 can be
identified with n-th Veronese embedding P2 ↪→ P|A|−1.

For us it will be very important the following equivalent characterization of ∆-nondegenerate
Laurent polynomials.

Theorem 2.5. A Laurent polynomial f is ∆-nondegenerate if and only if d+ 1 polynomials

F0 = x0f(x), Fi := xi
∂

∂xi

x0f(x), 1 ≤ i ≤ d

form a regular sequence in S∆, i. e. the multiplication by Fi induces an injective endomor-
phism of the S∆-module

S∆/〈F0, F1, . . . , Fi−1〉S∆

for all i (1 ≤ i ≤ d).

The proof of this theorem uses the fact that S∆ is a Cohen-Macaulay ring [35]. There is
a standard reformulated of 2.5 using some homological algebra.

We denote by N the dual to M lattice Hom(M,Z). Then Ñ := Z ⊕ N can de identified

with the dual to lattice M̃ := Z⊕M . We denote by

〈∗, ∗〉 : M̃ × Ñ → Z

the canonical pairing. Every element u ∈ Ñ defines an element ∂u in the Lie algebra of the

(d+ 1)-dimensional torus T̃ := SpecK[M̃ ] which acts on monomials xµ (µ ∈ M̃) as follows

∂u(x
µ) = 〈µ, u〉xµ.

Consider the Koszul complex S∆(−∗)⊗Z Λ∗Ñ of graded S∆-modules

0 → S∆(−d− 1)⊗Z Λd+1Ñ → S∆(−d)⊗Z ΛdÑ → · · · → S∆(−r)⊗Z ΛrÑ →

→ S∆(−r + 1)⊗Z Λr−1Ñ → · · · → S∆(−1)⊗Z Λ1Ñ → S∆ ⊗Z Λ0Ñ .

The differential d : S∆(−r) ⊗Z ΛrÑ → S∆(−r + 1) ⊗Z Λr−1Ñ is defined on generators
ui0 ∧ ui1 ∧ · · · ∧ uir as follows

d (ui0 ∧ ui1 ∧ · · · ∧ uir) =
r∑

s=0

(−1)s∂usF ∧ ui1 ∧ · · · ∧ ûis ∧ · · · ∧ uir ,

where F := x0f(x)− 1.
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Theorem 2.6. A Laurent polynomial f is ∆-nondegenerate if and only if the Koszul complex

S∆(−∗)⊗Z Λ∗Ñ is a free resolution of the Artinian S∆-module

Sf := S∆/〈F0, F1, . . . , Fd〉S∆.

Since the graded Artinian S∆-module Sf may have only finitely nonzero homogeneous
components, one can show that the last theorem can be reformulated in the following form:

Theorem 2.7. A Laurent polynomial f is ∆-nondegenerate if and only if the l-th homoge-

neous component of S∆(−∗)⊗Z Λ∗Ñ is an exact complex of K-vector spaces

C(k)
· (f) : 0 → Sk−d−1

∆ ⊗Z Λd+1Ñ → Sk−d
∆ ⊗Z ΛdÑ → · · · → Sk−r

∆ ⊗Z ΛrÑ →

→ Sk−r+1
∆ ⊗Z Λr−1Ñ → · · · → Sk−1

∆ ⊗Z Λ1Ñ → Sk
∆ ⊗Z Λ0Ñ → 0

for all sufficiently large l.

Now we need the notion of the determinant of a complex.

Definition 2.8. Let R be an integral domain and K the field of fractions of R. Consider a
finite complex C· of locally free R modules

0 → Ck → Ck−1 → · · · → C1 → C0 → 0

such that the complex of K-vector spaces C· ⊗R K is exact. Then there exists a locally free
R-submodule det C· of rank 1 in K (i.e., det C· ⊂ K is a fractional ideal in K) which is
called the determinant of the complex C·.

In order to define det C· ⊂ K we can assume without loss of generality that all R-modules
Ci (0 ≤ i ≤ k) are free. Then we can use the induction on k and define det C· as follows.

Let e1, . . . , es be a R-basis of C1. If the images of e1, . . . , er (r ≤ s) in C0 form a K-basis
of C0 ⊗R K, then we can split C1 onto a direct sum

C1 = C ′
1 ⊕ C ′′

1 , C ′
1 :=

r⊕
i=1

Rei, C ′′
1 :=

s⊕
i=r+1

Rei.

Then det C· is defined as

det C· := det{C ′
1 → C0} · (det C ′

·)
−1
,

where det{C ′
1 → C0} is the usual determinant of the matrix of the R-module homomorphism

C ′
1 → C0 and C ′

· a shorter complex of free R-modules

0 → Ck → Ck−1 → · · · → C2 → C ′′
1 → 0

obtained from C· using the canonical projection C1 → C ′′
1 .

One can show that R-submodule det C· ⊂ K does not depend on a choice of the above
splitting C1 = C ′

1 ⊕ C ′′
1 .

We apply above definition to the polynomial ring R := Z[a1, . . . , an], where a1, . . . , an are
considered as independent variables (i.e., algebraically independent elements over Q). Let us

set K to be the field of fractions of R and denote by C
(k)
· (f,R) the complex of free R-modules

having the same ranks and the same differentials in the complex of K-vector spaces C
(k)
· (f)

(see 2.7), i.e.,
C(k)
· (f,R)⊗R K ∼= C(k)

· (f).

The following statement was proved by Gelfand, Kapranov and Zelevinsky in [26] (see also
[28]).
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Theorem 2.9. For all sufficiently large l, the determinant of the complex C
(k)
· (f,R) is an

ideal in R which does not depend on k.

Remark 2.10. One can show that the theorem hold already for all k ≥ d+ 1 (see 2.22).

Definition 2.11. The generator of the ideal detC
(k)
· (f,R) for k ≥ d+ 1 is called principal

A-determinant of f and will be denoted by EA(f). We remark that EA(f) is uniquely
determined up to multiplication by ±1.

Using principal A-determinants, one obtains the following explicit characterization of ∆-
nondegeneracy:

Theorem 2.12. A Laurent polynomial f is ∆-nondegenerate if and only if EA(f) 6= 0.

Let us consider simplest examples.

Example 2.13. Let d = 1, A = {0, 1, 2}, ∆ = [0, 2]. Then dimSk
∆ = 2k+1 (k ≥ 0) and the

complex C
(2)
· (f) have the form

0 → S0
∆u0 ∧ u1

d1→ S1
∆u0 ⊕ S1

∆u1
d0→ S2

∆ → 0,

where the differentials d0, d1 are defined by the matrices D0, D1:

D0 :=


a0 0 0 0 0 0
a1 a0 0 a1 0 0
a2 a1 a0 2a2 a1 0
0 a2 a1 0 2a2 a1

0 0 a2 0 0 2a2


D1 :=

(
0 −a1 −2a2 a0, a1, a2

)
.

Then the principal A-determinant EA(f) can be computed as ratio of two minors in D0 and
D1 obtained by deleting 3-rd column from D0 and choosing 3-rd element in D1:

EA(f) =

∣∣∣∣∣∣∣∣∣∣
a0 0 0 0 0
a1 a0 a1 0 0
a2 a1 2a2 a1 0
0 a2 0 2a2 a1

0 0 0 0 2a2

∣∣∣∣∣∣∣∣∣∣
(−2a2)

−1 = −a0

∣∣∣∣∣∣
a0 a1 0
a1 2a2 a1

a2 0 2a2

∣∣∣∣∣∣ = a0a2(a
2
1 − 4a0a2)

Example 2.14. Let d = 1, A = {0, 1, . . . , n}, ∆ = [0, n]. Consider the complex C
(2)
· (f)

0 → S0
∆u0 ∧ u1

d1→ S1
∆u0 ⊕ S1

∆u1
d0→ S2

∆ → 0

and use dimSk
∆ = nk + 1. Similar computation as above show that

EA(f) = a0anD(f),

where D(f) is the classical discriminant of f :

(1) D(f) := (−1)n(n−1)/2 1

an

∣∣∣∣∣∣∣∣∣∣∣

a0 a1 a2 · · · an−1 an 0 · · ·
0 a0 a1 · · · an−2 an−1 an · · ·

· · · · · · · · ·
a1 2a1 · · · (n− 1)an−1 nan 0 0 · · ·
0 a1 · · · (n− 2)an−2 (n− 1)an−1 nan 0 · · ·

· · · · · · · · ·

∣∣∣∣∣∣∣∣∣∣∣
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In particular EA(f) is a homogeneous polynomial of degree 2n.

The computation of EA(f) for d > 1 may be rather complicated. However we are able to
give an explicit formula for EA(f) for some special subsets A ⊂M .

Example 2.15. Let A ⊂ Zd be the set of vectors v0, v1, . . . , vd, where v0 = 0 and v1, . . . , vd

is the standard basis of Zd. Then

f(x) = a0 + a1x1 + · · ·+ anxd

is a linear function and F0 = a0x0, Fi = aix0xi (1 ≤ i ≤ d). Since the Artinian ring Sf has

nonzero elements only in degree 0, we can use the complex C
(1)
· (f) for the computation of

EA(f) and obtain
EA(f) = ±a0a1 · · · ad.

It is not difficult to understand what happens with EA(f) if we replace M by some larger
lattice M ′.

Proposition 2.16. Let us consider an arbitrary sublattice M ′ in MQ = M ⊗ Q containing
M . Denote by E ′

A the principal A-determinant of f with respect to the new lattice M ′. Then

E ′
A(f) = ([M ′ : M ]EA(f))[M ′:M ].

Proof. The Koszul complex C ′
· corresponding to the lattice M ′ splits into direct sum of

[M ′ : M ] Koszul complexes corresponding to all representatives of M ′ modulo M , because
S ′∆ is a free S∆-module of rank [M ′ : M ]. Moreover, if N ′ ⊂ N is the dual to M ′ sublattice,
then Λ1(Z⊕N ′) is a Z-submodule of finite index [M ′ : M ] in Λ1(Z⊕N). Combining both
facts one obtains the demanded formula (we omit further details). �.

Corollary 2.17. If A = {v0, . . . , vd} ⊂ M is the set of vertices of a d-dimensional simplex
∆ in MR, then

EA(f) = ±Vol(∆)Vol(∆)(a0a1 · · · ad)
Vol(∆),

where Vol(∆) is d! times the d-dimensional volume of ∆ with respect to the lattice M .

Example 2.18. Let A := {(0, 0), (1, 0), (0, 1), (1, 1)} ⊂ Z2 and

f(x) := a0 + a1x1 + a2x2 + a3x1x2.

Then ∆ = ConvA is a simplest 2-dimensional polytope which is not a simplex. The com-
putation of EA(f) shows that

EA(f) = ±a0a1a2a3(a0a3 − a1a2).

In order to understand better the homogeneous components of the Koszul complex C·(f)
which were used in the definition of EA(f) we will need a formula for the number l(k∆) of
lattice points in k∆ (l(k∆) is the dimension of homogeneous component Sk

∆ of S∆).

Definition 2.19. For an arbitrary convex polytope ∆ ⊂ MR with vertices in M we define
two power series

P∆(t) =
∑
k≥0

l(k∆)tk

and
Q∆(t) =

∑
k>0

l∗(k∆)tk,

where l∗(k∆) denotes the number of lattice points in the interior of k∆.
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Example 2.20. Assume that ∆ is a d-dimensional simplex and v1, . . . , vd+1 are its vertices.

We denote by M̃ ′ the sublattice in M̃ = Z ⊕M generated by (1, v1), . . . , (1, vd+1). Then

r := [M̃ : M̃ ′] = Vol(∆). We can choose r canonical representatives µ1, . . . , µr ∈ M̃ for the

elements in the finite ablelian group M̃/M̃ ′ in the form

µi = λ1(1, v1) + · · ·+ λd+1(1, vd+1)

where λ1, . . . , λd+1 are non-negative rational numbers less than 1. The first coordinate of µi

is a non-negative integer

wi = λ1 + · · ·+ λd+1 < d+ 1.

Since C∆ ∩ M̃ is a disjoint union of r sets

µi +
(
C∆ ∩ M̃ ′

)
, i = 1, . . . , r,

we obtain

P∆(t) =
r∑

i=1

twi

(1− t)d+1
.

Moreover, if C∗
∆ is the interior of the cone C∆, then C∗

∆ ∩ M̃ is a disjoint union of r sets

µ∗i + C∆ ∩ M̃ ′, i = 1, . . . , r,

where

µ∗i := (d+ 1, v1 + · · ·+ vd+1)− µi, i = 1, . . . , r,

Thus we have

Q∆(t) =
r∑

i=1

tw
∗
i

(1− t)d+1
,

where w∗
i := d+ 1− wi (i = 1, . . . , r). In particular,

Ψ∆(t) := (1− t)d+1P∆(t) =
∑
i≥0

ψi(∆)ti =
r∑

i=1

twi

and

Φ∆(t) := (1− t)d+1Q∆(t) =
∑
i≥0

ϕi(∆)ti =
r∑

i=1

tw
∗
i

are polynomials with non-negative integral coefficients satisfying the condition

td+1Ψ∆(t−1) = Φ∆(t),

i.e., ϕi(∆) = ψd+1−i(∆) (0 ≤ i ≤ d+ 1). Moreover, we have

r = Ψ∆(1) =
∑

i

ψi(∆) = Vol(∆).

This example explicitly illustrate the Ehrhart reciprocity law which holds for arbitrary
lattice polytopes ∆ [16]:
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Theorem 2.21. Let ∆ an arbitrary d-dimensional convex polytope ∆ ⊂MR with vertices in
M . Then P∆(t) and Q∆(t) are rational functions such that

Ψ∆(t) := (1− t)d+1P∆(t)

and

Φ∆(t) := (1− t)d+1Q∆(t)

are polynomials of with nonnegative coefficients satisfying the condition

td+1Ψ∆(t−1) = Φ∆(t),

or equivalently

Q∆(t) = (−1)d+1P∆(t−1).

The polynomial Ψ∆(t) has degree ≤ d and

Ψ∆(1) =
∑

i

ψi(∆) =
∑

i

ϕi(∆) = Φ∆(1) = Vol(∆).

Proof. Consider a triangulation T of ∆ into simplices {τi} with vertices in A. Some of such
triangulations will be important in the sequel (see 3.13). Using inclusion-exclusion formula,
we reduce the counting of lattice points in k∆ and in the interior of k∆ to the case of
simplices (see 2.20).

Q∆(t) =
∑
τ∈T

Qτ (t) =
∑
τ∈T

(−1)dim τ+1Pτ (t
−1) =

(−1)d+1

(∑
τ∈T

(−1)d−dim τPτ (t
−1)

)
= (−1)d+1P∆(t−1),

where the sum runs over all simplices in T which are not contained in the boundary ∂∆ of
∆. Since for any simplex τ ∈ T the polynomial (1 − t)dim τ+1Pτ (t) has degree ≤ dim τ , we
obtain that

Ψ∆(t) = (1− t)d+1P∆(t) = (1− t)d+1

(∑
σ∈T

(−1)d−dim τPτ (t)

)
=
∑
τ∈T

(t− 1)d−dim τΨτ (t)

is a polynomial of degree ≤ d. The nonnegativity of the coefficients ψi(∆) of Ψ∆(t) follows
from the fact that ψi(∆) is the dimension of the homogeneous component Si

f of the Artinian
ring Sf . Moreover, we have

Ψ∆(1) =
∑

τ∈T (d)

Ψτ (1)

where the sum runs over the set T (d) all d-dimensional simplices in T . Therefore,

Ψ∆(1) =
∑

τ∈T (d)

Vol(τ) = Vol(∆).

�

Corollary 2.22. The homogeneous components Si
f of the Artinian ring Sf are zero for

i ≥ d+ 1.
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Remark 2.23. The Ehrhart reciprocity law can be interpreted from view-point of commuta-
tive algebra. Let us denote by I∆ the ideal in S∆ generated as K-vector space by monomials
xk

0x
m ∈ S∆ such that m is an interior lattice point of k∆. Then Q∆(t) is a generating

function for dimensions of homogeneous components Ik
∆ of I∆. It turns out that I∆ is the

dualising module for S∆. In particular, a regular sequence F0, F1, . . . , Fd in S∆ will be
also regular for I∆, i.e., the multiplication by Fi induces an injective endomorphism of the
S∆-module

I∆/〈F0, F1, . . . , Fi−1〉I∆
for all i (1 ≤ i ≤ d). The Artinian Sf -module

If := I∆/〈F0, F1, . . . , Fd〉I∆
is a finite dimensional K-vector space. The generating function for dimensions of homo-
geneous components of If is exactly the polynomial Φ∆(t) from the above theorem. The
multiplication Sf × If → If induces a perfect pairing between the homogeneous components
of Sf and If :

Si
f × Id+1−i

f → Id+1
f

∼= K,

where the canonical isomorphism Id+1
f

∼= K is defined by toric residue [14]. The isomor-
phism

Si
f
∼=
(
Id+1−i
f

)∗
, 0 ≤ i ≤ d,

implies already known equations

ψi(∆) = ϕd+1−i(∆), 0 ≤ i ≤ d.

Here is one more general statement about EA(f):

Theorem 2.24. Let f be a Laurent polynomial with the Newton polytope ∆. The principal
A-determinant EA(f) is a homogeneous polynomial of the coefficients {am}m∈A of degree

(d+ 1)Vol(∆).

Proof. We remark that the differentials in the complexes C(k)l·(f) are defined by matrices

whose coefficients are homogeneous polynomials of degree 1. If r
(k)
i denotes the rank of

C
(k)
i (f) (0 ≤ i ≤ d + 1), then it follows from the computation of det C

(k)
· (f) as alternating

product of minors that the degree of det C
(k)
· (f) for k ≥ d+ 1 equals

gk = r
(k)
0 − (r

(k)
1 − r

(k)
0 ) + (r

(k)
2 − r

(k)
1 + r

(k)
0 )− (r

(k)
3 − r

(k)
2 + r

(k)
1 − r

(k)
0 ) + · · ·

· · ·+ (−1)d(r
(k)
d − r

(k)
d−1 + · · ·+ (−1)dr

(k)
d ) = (d+ 1)r

(k)
0 − dr

(k)
1 + (d− 1)r

(k)
2 − · · ·+ (−1)dr

(l)
d .

If we set G∆(t) :=
∑

i≥0 git
i, then we obtain

G∆(t) = (d+ 1)(1− t)dP∆(t) =
(d+ 1)Ψ∆(t)

1− t
,

since

r
(k)
i =

(
d+ 1

i

)
l((k − i)∆)

and
d∑

i=0

(−1)i(d+ 1− i)

(
d+ 1

i

)
td−i = ((t− 1)d+1)′ = (d+ 1)(t− 1)d,



COHOMOLOGY, PERIODS AND THE HODGE STRUCTURE OF TORIC HYPERSURFACES 11

i.e.,
d∑

i=0

(−1)i(d+ 1− i)

(
d+ 1

i

)
ti = td(d+ 1)(t−1 − 1)d = (d+ 1)(1− t)d.

Therefore,
gk = (d+ 1)Ψ∆(1) = (d+ 1)Vol(∆) ∀k ≥ d+ 1.

�

3. The secondary polytope

We start this section with the classical topic.
Let f(x) = a0 + a1x + · · · + anx

n be a general polynomial of degree n and ρ1, . . . , ρn its
roots. Recall that the classical discriminant D(f) of f can be also defined by the formula

D(f) := a2n−2
n

∏
i<j

(ρi − ρj)
2.

Using the main theorem about symmetric functions, one can write D(f) as polynomial
function D(a0, . . . , an) of a0, . . . , an.

Example 3.1. For n = 2, one has

D(a0 +a1x+a2x
2) = a2

2(ρ1−ρ2)
2 = a2

2[(ρ1 +ρ2)
2−4ρ1ρ2] = a2

2

[(
a1

a2

)2

− 4
a1

a2

]
= a2

1−4a0a2.

With a little bit more work one obtains for n = 3

D(a0 + a1x+ a2x
2 + a3x

3) = a4
3(ρ1 − ρ2)

2(ρ2 − ρ3)
2(ρ1 − ρ3)

2 =

= a2
1a

2
2 − 4a3

1a3 − 4a0a
3
2 − 27a2

0a
2
3 + 18a0a1a2a3.

The case n = 4 is much more complicated for the computation, because the polynomial
D(a0, . . . , a4) contains already 16 monomials.

Let us write
D(f) = D(a0, . . . , an) =

∑
k=(k0,...,kn)

cka
k0
0 a

k1
1 · · · akn

n ,

It is very interesting to determine the monomials ak1
1 · · · akn

n which appear in D(f) with the
nonzero coefficient ck as well as the value ck itself.

As we have seen the formula for D(f) implies that D(f) is a homogeneous polynomial of
degree 2n− 2, i.e.,

(2) D(λf) = λ2n−2D(f)

There exists another homogeneous condition for D(f). If ρ1, . . . , ρn are roots of g(x) =∑n
i=0 aiλ

ixi, then λρ1, . . . , λρn are roots of f(x) =
∑n

i=0 aix
i. So we obtain

D(g) = (λnan)2n−2
∏
i<j

(ρi − ρj)
2, D(f) = a2n−2

n λn(n−1)
∏
i<j

(ρi − ρj)
2

and therefore

(3) D(g) = λn(n−1)D(f).
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Two equations (2) and (3) imply that in the polynomial expression

D(f) =
∑

k

cka
k0
0 a

k1
1 · · · akn

n ,

one has
n∑

i=0

ki = 2n− 2 and
n∑

i=0

iki = n(n− 1)

for all k = (k0, k1, . . . , kn) such that ck 6= 0. One says that the homogeneous polynomial
D(f) of degree 2n − 2 is also quasihomogeneous of degree n(n − 1) if one puts deg ai = i
(0 ≤ i ≤ n). We remark that D(f) = D(g) if g(x) = xnf(1/x). Therefore D(f) does
not change if we replace each ai by an−i (i = 0, . . . , n). So one can write the above two
homogeneous conditions for D(f) in the more symmetric equivalent way:

n∑
i=0

iki = n(n− 1) and
n∑

i=0

(n− i)ki = n(n− 1).

Using these homogeneous conditions it is easy to show that an−1
0 an−1

n is the only possible
monomial of type ai

0a
j
n which may appear in D(f) with a nonzero coefficient. In order

to compute the coefficient of this monomial we need to set a1 = · · · = an−1 = 0 in the
polynomial expression for D(f). Using (1) or the formula 1 for D(f) via the resultant of f
and f ′:

(4) D(f) = (−1)n(n−1)/2 1

an

Res(f, f ′) = (−1)n(n−1)/2nnan−1
n

∏
α:f ′(α)=0

f(α),

we immediately obtain

(5) D(a0 + anx
n) = (−1)n(n−1)/2nnan−1

0 an−1
n

Definition 3.2. Newton polytope ∆(D(f)) of the classical discriminant D(f) is the
convex hull of all k = (k0, k1, . . . , kn) ∈ Rn+1 such that the monomial ak0

0 a
k1
1 · · · akn

n appears
in D(f) with a nonzero coefficient ck.

We are now ready to formulate a theorem of Gelfand, Kapranov and Zelevinsky [27].

Theorem 3.3. The Newton polytope ∆(D(f)) ⊂ Rn+1 is combinatorially equivalent to an
(n− 1)-dimensional cube, it contains 2n−1 vertices which are in a bijection with all possible
subsets

I ⊂ {1, 2, . . . , n− 1}.
If we set i0 := 0, is+1 := n, then the vertex k(I) ∈ ∆(D(f)) corresponding to the subset
I = {i1 < i2 < · · · < is} (1 ≤ s ≤ n− 1) has the following n+ 1 coordinates:

k0 = i1 − i0 − 1, kn = is+1 − is − 1,

kip = ip+1 − ip−1 for ip ∈ I,
ki = 0 for 6∈ I ∪ {0, n}.
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Figure 1. The Newton polytope ∆(D(f)) for a cubic polynomial

If we set lp := ip+1 − ip (0 ≤ p ≤ s), then the monomial

ak(I) = al0−1
0 al1+l0

i1
al2+l1

i2
· · · als−1+ls−2

is−1
a

ls+ls−1

is
als−1

n

appears in D(f) with the coefficient

ck(I) =
s∏

p=0

(−1)lp(lp−1)/2llpp .

Let us illustrate the theorem in the cases n = 2, 3.

Example 3.4. If n = 2, then there exist two subsets I ⊂ {1} : I0 = ∅, I1 = {1}. Then
k(I0) = (1, 0, 1), k(I1) = (0, 2, 0). The corresponding monomials in D(a0, a1, a2) are −4a0a2

and a2
1.

Example 3.5. If n = 3 we obtain 4 possibilities for I ⊂ {1, 2} :

I0 = ∅, I1 = {1}, I2 = {2}, I3 = {1, 2}.
The corresponding monomials in D(f) are

−27a2
0a

2
3,−4a3

1a3,−4a0a
3
2, a

2
1a

2
2.

The monomial 18a0a1a2a3 corresponds to the interior lattice point (1, 1, 1, 1) ∈ ∆(D(f)) (see
Figure 1)

Let us first explain the main idea for finding vertices of ∆(D(f)) and the coefficients ck
of the corresponding monomials in D(f).

In order to distinguish a vertex of ∆(D(f)) we consider a linear function

ϕ : Rn+1 → R, ϕ(x) =
n∑

i=0

mixi

and find the minimum µ of ϕ on ∆(D(f)). We use the following basic principle from the
linear programming: if ϕ attains the minimum µ exactly at one point v ∈ ∆(D(f)), then v
is a vertex of ∆(D(f)).

Example 3.6. Consider the linear function ϕ0(x) :=
∑n−1

i=1 xi. Since the monomials in
∆(D(f)) correspond to lattice points with nonegative integral coordinates in Rn+1, we obtain
that ϕ0 ≥ 0 on ∆(D(f)). As we have seen above the point v0 = (n − 1, 0, . . . , 0, n − 1)
belongs to ∆(D(f)) and ϕ0(v0) = 0. Moreover, we have shown that v0 is the only lattice
point k in ∆(D(f)) with k1 = · · · = kn−1 = 0 . Therefore v0 is a vertex of ∆(D(f)).
The coefficient (−1)n(n−1)/2nn of the corresponding monomial an−1

0 an−1
n is exactly ck(∅) as

predicted by Theorem 3.3.

We will always choose the linear function ϕ to be ϕ(x) :=
∑n

i=0mixi where mi are non-
negative integers. Then

min
k∈∆(D(f))

ϕ(k) = min
ck 6=0

deg(t
P

i miki), D(f) =
∑

k

cka
k
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Figure 2. The Newton diagrams of tm0 + tm1x+ tm2x2

where t
P

i miki can be obtained by the substitution ai := tmi (i = 0, . . . , n) into the monomial
ak0

0 a
k1
1 · · · akn

n which appear in D(f).
Assume that ϕ is choosen in such a way that the minimum µ = minx∈∆(D(f)) ϕ(x) attains

exactly at one vertex k = (k0, . . . , kn) of ∆(D(f)).
In this case one can compute the corresponding coefficient ck as

(6) ck = lim
t→0

D(tm0 , tm1 , . . . , tmn)

tµ
.

Consider the polynomial

ft(x) := tm0 + tm1x+ · · ·+ tmnxn.

We observe that the polynomial D(tm0 , tm1 , . . . , tmn) in the formula (6) is the classical dis-
criminant of ft(x) with respect to the variable x.

Definition 3.7. For the polynomial

ft(x) = tm0 + tm1x+ · · ·+ tmnxn

we define the Newton diagram New(ft) as the convex hull of
⋃n

i=0 Pi, where Pi (i =
0, . . . , n) is the vertical ray in R2 which consists of all points (i, y) with y ≥ mi. Let
{(0,m0), (i1,mi1), . . . , (is,mis), (n,mn)} be the set of vertices of New(ft). For our conve-
nience we set i0 := 0, is+1 := n and lp = ip+1 − ip (0 ≤ p ≤ s). Then the rational numbers

αp :=
mip+1 −mip

lp
(j = 0, . . . , s),

α0 < α1 < · · · < αs

are called slopes of New(ft). We call the polynomial ft(t) generic if no 3 points from the
set {(0,m0), (1,m1), (2,m2), . . . , (n,mm)} ⊂ R2 are on the same line.

Our main tool is the following classical Newton-Puiseux theorem on the Puiseux solutions
of polynomial equations:

Theorem 3.8. Let New(ft) be the Newton diagram of a generic ft(x) as above and α0, α1, . . . , αs

its slopes. Then for any p = 0, . . . , s and for any complex root ε of the polynomial 1 + tlp

there exists a unique root ρ(t) of the polynomial ft which can be expressed as the Puiseux
series

ρ(t) = εt−αp(1 + o(t)) ∈ C[[t
1
lp ]].

Example 3.9. Let us illustrate the statement of Theorem 3.8 in the case n = 2. The
polynomial ft(x) = tm0 + tm1x+ tm2x2 has two roots

ρ1,2(t) =
−tm1 ±

√
t2m1 − 4tm0+m2

2tm2
=
−tm1−m2

2
±
√
t2(m1−m2)

4
− tm0−m2 .

ft(x) is generic if and only if 2m1 6= m0+m2. In the cases 2m1 > m0+m2 and 2m1 < m0+m2

we have the two possibilities for the Newton diagram New(ft) (see Figure 2).
In the case 2m1 > m0 + m2, one has α1,2 = ±

√
−1t(m0−m2)/2(1 + o(t)). In the case

2m1 < m0 +m2, one has ρ1(t) = −tm1−m2(1+o(t)) and ρ2(t) = −tm0−m1(1+o(t)). Therefore
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D(ft) = t2m2(ρ1(t)−ρ2(t))
2 is equal to −4tm0+m2(1+o(t)) in the first case and to t2m1(1+o(t))

in the second one.

Proof of Theorem 3.3. We generalize arguments in the last example. In order to compute
the maximal power µ of t which divides D(ft) for a generic ft(x) we apply Theorem 3.8 and
subdivide the set R = {ρ(t)} of all roots of ft(x) into s+1 subsets R0,R1, . . . ,Rs (|Rp| = lp)
such that for all ρ(t) ∈ Rp we have

ρ(t) = εt−αp(1 + o(t))C[[t
1
lp ]]

for some root ε of 1 + xlp . If we choose a root ρ(t) ∈ Rp and another root ρ′(t) from Rq for
some q < p, then we obtain lpip factors of the discriminant

D(ft) = a2n−2
n

∏
i<j

(ρi − ρj)
2

of type (ρ(t)− ρ′(t))2 = ε2
pt
−2αp(1 + o(t)) (εp is a root of 1 + xlp) .

If we choose both roots ρ(t), ρ′(t) in Rp, then we obtain lp(lp − 1)/2 factors in D(ft) of
type (ρ(t)− ρ′(t))2 = (εp − ε′p)

2t−2αp(1 + o(t)), where εp, ε
′
p are two distinct roots of 1 + xlp .

This implies that the maximal power µ of t which divides D(ft) is

µ = mn(2n− 2)− 2
s∑

p=1

αplpip −
s∑

p=0

lp(lp − 1)αp =

= mn(2n− 2)− 2
s∑

p=1

(mip+1 −mip)ip −
s∑

p=0

(mip+1 −mip)(lp − 1) =

= m0(l0 − 1) +
s∑

p=1

mip(lp + lp−1) +mn(ls − 1).

Since the product of squares of all complex roots of 1 + xk is 1 and the product (ε− ε′)2

over all pairs {ε, ε′} of roots of 1 + xk is D(1 + xk) = (−1)k(k−1)/2kk we obtain that

lim
t→0

∆(tm0 , tm1 , . . . , tmn)

tµ
=

s∏
p=0

(−1)lp(lp−1)/2llpp

where lp = ip+1 − ip.
�

Now we return to the case of arbitrary Laurent polynomials

f(x) =
∑
m∈A

amx
m,

for some finite subset A ⊂ M . We consider the coefficients of f as independent variables
{am}m∈A and denote by ∆ the convex hull of A in MR.

Definition 3.10. Let
EA(f) =

∑
k∈ZA

cka
k

be the principal A-determinant of f . Then the Newton polytope of EA(f), i.e., the convex
hull of lattice points k ∈ RA such that ck 6= 0, is called secondary polytope of A and will
be denoted by Sec(A).



16 VICTOR V. BATYREV

Example 3.11. If A = {v0, . . . , vd} is a set of vertices of a d-dimensional simplex ∆, then

EA(f) = EA(a0x
v0 + a1x

v1 + · · ·+ adx
vd) = (Vol(∆)a0a1 · · · ad)

Vol(∆) .

In this case Sec(A) is a single lattice point

Vol(∆)(1, . . . , 1) ∈ Rd+1.

Example 3.12. Let d = 1, A = {0, 1, . . . , n} ⊂ Z and f = a0 + a1x+ · · ·+ anx
n. Since

EA(f) = a0anD(f)

the Newton polytope of EA(f) is simply a shift by (1, 0, . . . , 0, 1) of the Newton polytope
of D(f), we obtain that all nonzero monomials cka

k0
0 · · · akd

n in the principal A-determinant
EA(f) satisfy the following two homogenity conditions:

k0 + k1 + · · ·+ kn = 2n, k1 + 2k2 + · · ·nkn = n2.

By 3.3, the secondary polytope Sec(A) ⊂ Rn+1 is combinatorially equivalent to an (n − 1)-
dimensional cube, it contains 2n−1 vertices which are in a bijection with all possible subsets

I ⊂ {1, 2, . . . , n− 1}.
If we set i0 = 0, is+1 = n, then the vertex k(I) corresponding to the subset I = {i1 < i2 <
· · · < is} (1 ≤ s ≤ n− 1) is the sum

Sec({i0, i1}) + Sec({i1, i2}) + · · ·+ Sec({is, is+1}).
If we set lp := ip+1 − ip (0 ≤ p ≤ s), i.e. lp is the length of the interval [ip, ip+1], then the
monomial

ck(I)a
k(I) =

(
s∏

p=0

(−1)lp(lp−1)/2llpp

)
al0

0 a
l1+l0
i1

al2+l1
i2

· · · als−1+ls−2

is−1
a

ls+ls−1

is
als

n

corresponding to I ⊂ {1, 2, . . . , n−1} can be written also in the following more elegant form

ck(I)a
k(I) =

s∏
p=0

E{ip,ip+1}(aipx
ip + aip+1x

ip+1).

Definition 3.13. Let ∆ ⊂MR be a d-dimensional polytope with vertices in M and A a finite
subset in ∆ ∩M which includes all vertices of ∆. By a triangulation T of ∆ associated
with A we mean a decomposition of ∆ into a union of simplices τ1, . . . , τk having vertices in
A such that any nonempty intersection τi∩ τj is a common face of τi and τj. A triangulation
T associated with A is called convex if there exists a convex piecewise-linear function

ϕ : ∆ → R, ϕ

(
x+ x′

2

)
≥ ϕ(x) + ϕ(x′)

2
, ∀x, x′ ∈ ∆

whose domains of linearity are precisely the d-dimensional simplices in T .

Remark 3.14. If ϕ : ∆ → Z is a convex piecewise-linear function as above, then we define
a one-parameter family ft(x) of Laurent polynomials as follows:

ft(x) :=
∑
m∈A

tϕ(m)amx
m.

Denote by New(ft) the Newton diagram of ft. Then the projection of simplices in the
low boundary ∂New(ft) of the Newton diagram are exactly simplices of the corresponding
convex triangulation T of ∆.



COHOMOLOGY, PERIODS AND THE HODGE STRUCTURE OF TORIC HYPERSURFACES 17

Here is the main theorem of Gelfand, Kapranov and Zelevinsky about the secondary
polytope (see [[28], Chapter 10]):

Theorem 3.15. There is a natural bijection between the set of all convex triangulations T
of ∆ and the set of vertices of the secondary polytope Sec(A) ⊂ RA:

T 7→
∑

τ∈T (d)

Sec(V (τ)),

where the sum runs over all d-dimensinal simplices τ ∈ T . In this sum V (τ) ⊂ A denotes
the set of vertices of τ and the lattice point Sec(V (τ)) ∈ RV (τ) is considered as element of RA

with respect to the natural embedding RV (τ) ↪→ RA. If T an arbitrary convex triangulation
of ∆, then the corresponding monomial in EA(f) has form∏

τ∈T (d)

EV (τ)(fτ ),

where

fτ (x) =
∑

v∈V (τ)

avx
v.

In particular, the coefficient of this monomial equals

cT = ±
∏

τ∈T (d)

Vol(τ)Vol(τ).

It follows from this theorem, that EA(f) satifies d + 1 homogeneity conditions. One
condition we have seen already in 2.24. In order to describe d more homogeneity conditions
we choose a Z-basis u1, . . . , ud of the dual lattice and define a lattice vector β∆ ∈ M by
equations

〈β∆, ui〉 = (d+ 1)!

∫
∆

〈y, ui〉dy, i = 1, . . . , d,

where dy is the standard Haar measure on MR normalized by 1 on MR/M . The element
β ∈M equals to the barycenter of ∆ times (d+ 1)Vol(∆).

Assume that ∆ = Conv(A) is a d-dimensional polytope, where A = {v1, . . . , vn}. Denote
by R(A) the subgroup in ZA consisting of all vectors (λ1, . . . , λn) such that

∑n
i=1 λivi = 0.

Then we have the following short exact sequence

0 → R(A)R → RA π→ M̃R → 0

Corollary 3.16. The secondary polytope Sec(A) is a (|A| − d − 1)-dimensional polytope

which lies on the affine subspace π−1(β̃∆) ⊂ RA, where

β̃∆ = ((d+ 1)Vol(∆), β∆) ∈ M̃ = Z⊕M.

In the case |A| = d + 2 the secondary polytope is 1-dimensional. It contains two vertices
corresponding to 2 convex triangulations with respect to A.

Example 3.17. Take A = {v0, v1, . . . , vd, vd+1} ⊂ Zd , where v1, . . . , vd is a standard basis
of Zd, v0 = 0 and vd+1 = −v1 − · · · − vd. Then

f(x) = a0 + a1x1 + · · ·+ adxd +
ad+1

x1 · · ·xd

.
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We obtain two monomials

(d+ 1)d+1(a1 · · · ad+1)
d+1, ad+1

0 (a1 · · · ad+1)
d

corresponding to two different convex A-triangulations of the simplex ∆. In fact, one can
show that

EA(f) = (a1 · · · ad+1)
d(ad+1

0 − (d+ 1)d+1a1 · · · ad+1).

4. Hodge-Deligne numbers

Let H be a finite-dimensional vector space over Q. A pure Hodge structure of weight k
on H is a direct sum decomposition

HC = H ⊗Q C =
⊕

p+q=k

Hp,q

such that Hp,q is complex conjugate to Hq,p. This defines a descreasing Hodge filtration F ·

on HC:

F pHC =
⊕
i≥p

H i,k−i, F k+1HC = 0

such that

HC = F pHC ⊕ F r−p+1HC, ∀ p ≥ 0.

Such a structure appears in cohomology of projective algebraic manifolds [33].
A mixed Hodge structure on a Q-vector space H consists of an ascending weight

filtration W· on H and a descending Hodge filtration F · on HC which induces a pure Hodge
structure on of weight k on GrW

k H = WkH/Wk−1H for all k > 0. In particular, one has a
decomposition

(WkH/Wk−1H)C =
⊕

p+q=k

Hp,q.

The dimension of the C-space Hp,q is called the Hodge-Deligne number of H and is
denoted by hp,q(H).

In [15] Deligne has shown that the cohomology groups Hk(X,Q) and Hk
c (X,Q) of any

complex algebraic variety carries a natural mixed Hodge structure. For d-dimensional smooth
irreducible algebraic varieties X one has a duality between H i(X,Q) and H2d−i

c (X,Q) ∀i ≥ 0
defined by the Poincaré pairing

H i(X,Q)×H2d−i
c (X,Q) → H2d

c (X,Q) = Q(−d),
where Q(−d) a 1-dimensional Q-vector space of Hodge type (d, d). This duality is compatible
with the Hodge structures in H i(X,Q) and H2d−i

c (X,Q). In particular, we have a duality
between the weight filtrations

0 = Wi−1H
i(X,Q) ⊂ WiH

i(X,Q) ⊂ · · · ⊂ W2iH
i(X,Q) = H i(X,Q)

0 = W−1H
2d−i
c (X,Q) ⊂ W0H

2d−i
c (X,Q) ⊂ · · · ⊂ W2d−iH

2d−i
c (X,Q) = H2d−i

c (X,Q).

Definition 4.1. Define a (p, q)-analog of the Euler characteristic as

ep,q(X) :=
∑
k≥0

(−1)khp,q(Hk
c (X)).
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Since one has a long exact sequence of Hodge structures

· · · → Hk
c (X \ Y ) → Hk

c (X) → Hk
c (Y ) → Hk+1

c (X \ Y ) · · ·
for any closed subvariety Y ⊂ X, the numbers ep,q(X) have good behavior with respect to
stratifications. If X is a disjoint union of locally closed subvarieties X1, . . . , Xs, then

ep,q(X) =
s∑

i=1

ep,q(Xi).

It is more convenient to introduce some polynomials

E(X) = E(X; z, z) :=
∑
p,q

ep,q(X)zpzq.

Then

E(X; z, z) =
s∑

i=1

E(Xi; z, z)

if X is a disjoint union of locally closed subvarieties X1, . . . , Xs. Moreover, one has

E(X ×X ′; z, z) = E(X; z, z)E(X ′; z, z).

Example 4.2. One has the following E-polynomials for simplest algebraic varieties:

E(pt) = 1, E(P1) = 1 + zz, A1 = zz, Ad = (zz)d.

Since T1 = A1 \ {0} we obtain

E(T) = zz − 1, E(Td) = (zz − 1)d.

Moreover, one has
H i

c(Td) = 0, if i < d,

dimHd+i
c (Td) = hi,i(Hd+i

c (Td)) =

(
d

i

)
, 0 ≤ i ≤ d.

We will be interested in cohomology of a nondegenerate affine hypersurface Zf ⊂ Td

defined by an equation

f(x) =
∑
m∈A

amx
m = 0.

On has the following Lefschetz type theorem ([17], 3.9):

Theorem 4.3. The Gysin homomorphism

H i
c(Zf ,Q) → H i+2(Td,Q)

is an isomorphism for i > d − 1 and an epimorphism for i = d − 1. Since Zf is an affine
smooth algbraic variety, one has H i

c(Zf ,Q) for i < d− 1.

This theorem implies:

Corollary 4.4. If p+ q > d− 1, then ep,q(Zf ) = 0 for p 6= q and

ep,p(Zf ) = ep+1,p+1(Td) = (−1)d+p+1

(
d

p+ 1

)
∀p > d− 1

2
.

Thus, the only interesting cohomology groups of Zf are in degree i = d−1. The dimension
dimHd−1(Zf ) = dimHd−1

c (Zf ) can be computed using the following result of Khovansky:
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Theorem 4.5. The Euler number of a ∆-nondegenerate hypersurface Zf ⊂ Td equals

(−1)d−1Vol(∆).

Corollary 4.6. If Zf ⊂ Td is ∆-nondegenerate hypersurface, then one has

dimHd−1(Zf ) = dimHd−1
c (Zf ) = Vol(∆) + d− 1.

Using Morse theory, one can obtain the Lefschetz-type theorem for cohomology groups of
Zf over Z (see [43]). Using the duality and the canonical isomorphism Λ∗(M) ∼= H∗(Td,Z),
we obtain:

Theorem 4.7. For i < d− 1, one has a canonical isomorphism

H i(Zf ,Z) ∼= ΛiM.

In particular, one has

rkH i(Zf ,Z) =

(
d

i

)
.

Moreover, the natural homomorphism Hd−1(T,Z) → Hd−1(Zf ,Z) is injective and it defines
the exact sequence

0 → Λd−1M → Hd−1(Zf ,Z) → PHd−1(Zf ,Z) → 0,

where
rkPHd−1(Zf ,Z) = Vol(∆)− 1.

Remark 4.8. It will be convenient to identify PHd−1(Zf ,Q) with the maximal ideal S+
f in

the graded Artinian ring
Sf = S∆/〈F0, F1, . . . , Fd〉S∆

which we call the Jacobian ring of f .

It is important to stress the following general observation:

Cohomology groups of Zf are combined from cohomology groups of the torus
Td and from homology groups of the Koszul complex C·(f). The first ingredient
is simply the exterior algebra Λ∗(M) which does not depend on the choice of
the Laurent polynomial f . The second one, i.e., the Koszul complex C·(f), does
depend on f . Its single nonzero homology group H0(C·(f)) ∼= Sf will be of main
interest.

One can show that the Hodge-Deligne number hd−1,0(Hd−1(Zf )) is a birational invariant
of Zf . In particular, one has ed−1,0(Zf ) = ed−1,0(Zf ) for any compactification Zf of Zf . An
explicit formula for ep,0(Zf ) for all p > 0 has been found by Danilov and Khovansky [17]:

Theorem 4.9. For arbitrary lattice polytope ∆ ⊂MR and for arbitrary p > 0, one has

ep,0(Zf ) = (−1)d−1
∑

dim θ=p+1

l∗(θ),

where θ runs over the set of all (p+ 1)-dimensional faces of ∆. In particular, we obtain

hd−1,0(Hd−1(Zf )) = l∗(∆) = ϕ1(∆).
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Example 4.10. Let ∆ ⊂ R2 be an arbitrary 2-dimensional polytope with vertices in Z2

(d = 2). Consider a toric compactification Zf of the affine algebraic curve Zf ⊂ T2. Then
Zf is a smooth projective algebraic curve of genus g = l∗(∆) and

E(Zf ) = 1− l∗(∆)z − l∗(∆)z + zz.

Let B(∆) is the number of lattice points on the boundary ∂∆. Then Zf \ Zf consists of
B(∆) points and so we obtain

E(Zf ) = 1−B(∆)− l∗(∆)z − l∗(∆)z + zz.

Therefore the tables of Hodge numbers for H1
c (Zf ) and H1(Zf ) have forms

l∗(∆) 0
B(∆)− 1 l∗(∆)

l∗(∆) B(∆)− 1
0 l∗(∆)

By 4.5, we have

(−1)Vol(∆) = E(Zf ; 1, 1) = 2−B(∆)− 2l∗(∆),

or
Vol(∆)

2
= l∗(∆)− 1 +

B(∆)

2
.

The latter equation is the well-known as Pick’s theorem.

There is also a general statement about e0,0(Zf ) [17]:

Proposition 4.11. Let B(∆) denotes the number of lattice points lying in the 1-dimensional
skeleton of ∆. Then

e0,0(Zf ) = (−1)d−1(B(∆)− 1).

One of the most important statement about the connection between the dimensions ψi(∆)
(i > 0) of the homogeneous components of Sf and Hodge-Deligne numbers is the following
(see [17]):

Theorem 4.12. The p-th homogeneous component F pHd−1
c (Zf )/F

p+1Hd−1
c (Zf ) of the Hodge

filtration in Hd−1
c (Zf ) has dimension

hp,0(Hd−1
c (Zf )) + hp,1(Hd−1

c (Zf )) + · · ·+ hp,d−1−p(Hd−1
c (Zf )) = ϕd−p(∆) = ψp+1(∆).

By duality, we obtain

Corollary 4.13. The p-th homogeneous component F pHd−1(Zf )/F
p+1Hd−1(Zf ) of the Hodge

filtration in Hd−1(Zf ) has dimension

hp,d−1−p(Hd−1(Zf )) + hp,d−p(Hd−1(Zf )) + · · ·+ hp,d−1(Hd−1(Zf )) = ψd−p(∆) = ϕp+1(∆).

Example 4.14. Let ∆ ⊂ R3 be a 3-dimensional polytope. Then Zf ⊂ T3 is an affine surface
and the tables for the Hodge-Deligne numbers in H2

c (Zf ) and H2(Zf ) have forms

l∗(∆) 0 0∑
θ l

∗(θ) h1,1 0
B(∆)− 1

∑
θ l

∗(θ) l∗(∆)

l∗(∆)
∑

θ l
∗(θ) B(∆)− 1

0 h1,1
∑

θ l
∗(θ)

0 0 l∗(∆)
,

where
h1,1 = ϕ2(∆)−

∑
θ

l∗(θ)

and all sums are taken over all 2-dimensional faces θ ⊂ ∆.
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In order to describe the cohomology group Hd−1(Zf ) as vector space we use the surjective
Poincaré residue mapping

Hd(Td \ Zf )
res→ Hd−1(Zf ).

Denote by Ωp(Td \ Zf )(logD) the space of algebraic differential p-forms on D = Td \ Zf

which have at worst logarithmic singularities on P∆ \ Td. Then the cohomology groups of
the complex

Ω∗(Td \ Zf )(logD)

are exactly H∗(Td \ Zf ). The filtration by order of poles along Zf determines the Hodge
filtration on H∗(Td \ Zf ) [36, 9]. A natural isomorphism

S+
f
∼=

d−1⊕
i=0

F iPHd−1(Zf )/F
i+1PHd−1(Zf )

is induced by the C-linear map

L : S+
∆ → Ωd(Td \ Zf )(logD)

which sends a monomial xk
0x

m (m ∈ k∆ ∩M) to the rational differential d-form

(−1)k−1(k − 1)!xm

fk

dx

x
.

Analogously one obtains a natural isomorphism
d⊕

i=1

I i
f
∼=

d−1⊕
i=0

F iPHd−1
c (Zf )/F

i+1PHd−1
c (Zf ).

Example 4.15. Let Zf ⊂ T2 be a ∆-nondegenerate affine algebraic curve Then the space
of holomorphic differential 1-forms on Zf can be identified with the space of 2-forms

xm

f

dx1

x1

∧ dx2

x2

,

where m is an interior lattice point in ∆. This agree with the classical description of holo-
morphic differential 1-forms on plane curves of degree n in P2 and on hyperelliptic curves.

There exist a twisted version of mixed Hodge structures associated with toric hypersurfaces
Zf ⊂ Td. A twisted version of the theorems of Danilov and Khovanski was obtained by
Terasoma [?, 57].

Let us consider an element β̃ ∈ M̃Q and denote by M̃ ′ a sublattice in M̃Q generated by β̃

and M̃ . The dual lattice Ñ ′ is a sublattice of finite index in Ñ . We can identify the lattice

Ñ with the homology group H1(Td \ Zf ). Therefore, the sublattice Ñ ′ ⊂ Ñ defines a cyclic

unramified Galois cover X of Td\Zf . The finite cyclic group G := Ñ/Ñ ′ acts on cohomology
groups of X. The G-action on H∗(X) splits over C into a direct sum

H∗(X) =
⊕
χ∈G∗

H∗(X)χ,

where χ runs over all characters of G∗. The element β̃ ∈ M̃Q modulo M̃ can be naturally
identified with a particular generator χ0 ∈ G∗. It is easy to show that for all nontrivial
elements χ ∈ G∗ one has H i(X)χ = 0 for all i 6= d and

dimHd(X)χ = Vol(∆).
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We call Hd(X)χ0 a twisted cohomology group associated with β̃ and denote it for
simplicity by

Hd(Zf )eβ.
.

Example 4.16. Consider ∆ = [0, n] ⊂ MR = R, where n = 2g is an even number.

We identify M̃ with Z2 and take β̃ = (1/2, 1/2) ∈ M̃Q. The element β̃ defines a double
cover X of T1 \ Zf ( i.e., C∗ minus 2g points) and the twisted cohomology group H1(X)χ0

(dimH1(X)χ0 = 2g) can be naturally identified with the cohomology group of the hyperel-
liptic curve X of genus g.

For computing Hodge numbers in the twisted cohomology group Hd(Zf )eβ Terasoma in-
troduces the notion of twisted Ehrhart polynomial.

Definition 4.17. Denote by ∆̃ the convex hull of (1,∆) ⊂ M̃ and 0 ∈ M̃ . Take an element

β̃ ∈ M̃R and define the twisted Ehrhart polynomial Ψ(∆, t, β̃) by

Ψ(∆, t, β̃) = (1− t)d+2
∑
k≥0

l(k∆̃, β̃),

where l(k∆̃, β̃) denotes the number of points in β̃+M̃ which are contained in k∆̃. If β̃ ∈ M̃ ,
then we come to our previous definition since in this case we have

l(k∆̃, 0) =
k∑

i=0

l(i∆).

Analogously, we define the polynomial

Φ(∆, t, β̃) = (1− t)d+2
∑
k≥0

l∗(k∆̃, β̃),

where l∗(k∆̃, β̃) denotes the number of points in β̃ + M̃ which are contained in the interior

of k∆̃.

Definition 4.18. An element β̃ ∈ M̃R is called nonresonant if

l(k∆̃, β̃) = l∗(k∆̃, β̃)

holds for all k ≥ 0.

It is easy to see that nonresonant elements form an open dense subset in MR/M .

Example 4.19. Let ∆ = [0, n] ⊂ R and ∆̃ = Conv((0, 0), (1, 0), (1, n)). Then the set of
nonresonant elements in MR/M consists of n+1 connected components parametrized by the
following possibilities for the twisted Ehrhart polynomial

Ψk(∆, t, β̃) = k + (n− k)t, 0 ≤ k ≤ n.

There exists the following twisted version of the Ehrhart reciprocity law:

Theorem 4.20. Let ∆ ⊂ MR be an arbitrary d-dimensional polytope with vertices in M .

Then for any element β̃ ∈ M̃R one has

Φ(∆, t, β̃) = td+1Ψ(∆, t−1,−β̃).
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We remark that instead of Zf ⊂ Td one can consider the family of equations

f(x)− t = 0,

where t is sufficiently large complex number. In this way we obtain a 1-parameter family
of affine hypersurfaces Zft ⊂ Td which are fibers of a locally trivial fibration defined by
f : Td → C over the open set Ur := {t ∈ C : |t| > r} which does not contain any critical
value of f .

The cohomology H∗(Zft together with the natural action of the monodromy around t = ∞
can be described in terms of the lattice polytope ∆∞(f) := Conv({0} ∪ A) which is called
Newton polytope of f at infinity.

Definition 4.21. [37] A Laurent polynomial f is called to be nondegenerate with respect
to ∆∞(f) if for any face θ ⊂ ∆∞(f) which does not contain 0 the polynomial system

x1
∂

∂x1

fθ(x) = · · · = xd
∂

∂xd

fθ(x) = 0

has no solutions in Td for any extension of the base field K.

If f is nondegenerate with respect to ∆∞(f) and dim ∆∞(f) = d, then the Euler number
of Zft (t ∈ Ur) is equal to

(−1)d−1Vol(∆∞).

If θ is face of ∆∞ of codimension one which does not contain 0, then there exists a unique
primitive lattice point uθ ∈ N such that θ is the intersection of ∆∞ with the affine hyperplane
〈∗, uθ〉 = µθ for some positive integer µθ.

The following theorem is due to Libgober and Sperber [39].

Theorem 4.22. Assume that f is nondegenerate with respect to ∆∞(f) and dim ∆∞(f) = d,
then zeta function of monodromy at t = ∞ equals

Z(ft, s) =
∏

dim θ=d−1

(1− sµθ)(−1)d−1Vol(θ),

where the product is taked over all faces θ of ∆∞ which do not contain 0. We note that∏
dim θ=d−1

µθVol(θ) = Vol(∆∞).

5. GKZ-hypergeometric system

Let A = {v1, . . . , vn} be a finite subset in M ∼= Zd.
In order to motivate the definition of the generalized hypergeometric system introduced

by Gelfand, Kapranov and Zelevinsky we start with the consideration of the integrals

I(α, β) :=

∫
γ

x−β exp

(
n∑

i=1

aix
vi

)
dx

x
,

where β is an element of MC = M ⊗Z C and γ is a d-dimensional cycle in T ∼= (C∗)d such
that ∂γ = 0.
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Example 5.1. A simplest example of such an integral for d = 1 is the Hankel formula for
the classical Γ-function

1

Γ(β + 1)
=

1

2πi

∫
C

z−β exp(z)
dz

z
, Re β < −1

where C goes along the boundary of the cut of C along the real ray from −∞ to 0. More
generally, one has

1

2πi

∫
C

z−β exp(az)
dz

z
=

aβ

Γ(β + 1)
.

By the formal differentiation under the integral sign we obtain

∂

∂aj

I(a, β) = I(a, β + vj) ∀ 1 ≤ j ≤ n.

If l = (l1, . . . , ln) ∈ R(A), then
∑n

i=1 livi = 0, i.e.,∑
li>0

livi =
∑
lj<0

(−lj)vj,

so we have∏
li>0

(
∂

∂αi

)li

I(a, β) = I(a, β +
∑
li>0

livi) = I(a, β +
∑
lj<0

(−lj)vj) =
∏
lj<0

(
∂

∂aj

)−lj

I(a, β).

If we introduce the differential operator

�l :=
∏
li>0

(
∂

∂ai

)li

−
∏
lj<0

(
∂

∂aj

)−lj

,

then we obtain

�lI(a, β) = 0 ∀ l ∈ R(A).

A choice of a Z-basis u1, . . . , ud of N determines an isomorphism T ∼= (C∗)d and the coordi-
nates x1, . . . , xd on T together with d vector fields on T

x1
∂

∂x1

, . . . , xd
∂

∂xd

such that

xk
∂

∂xk

xm = 〈m,uk〉xm, 1 ≤ k ≤ d.

We define d first order differential operators

Dβ
k :=

n∑
i=1

〈vi, uk〉ai
∂

∂ai

− 〈β, uk〉, 1 ≤ k ≤ d.

Then for all 1 ≤ k ≤ d we have

Dβ
k I(a, β) =

∫
γ

xk
∂

∂xk

(
x−β exp

(
n∑

i=1

aix
vi

))
dx

x
= 0.
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Definition 5.2. [26] The GKZ-hypergeometric system with the parameter β ∈ MC is the
system of differential equations for functions Φ(a)

�lΦ(a) = 0, ∀ l ∈ R(A),

Dβ
kΦ(a) = 0, 1 ≤ k ≤ d.

Remark 5.3. The first part of equations in the GKZ-hypergeometric system consists of
infinitely many equations parametrized by elements l of the lattice R(A). One can show
that this system is equivalent to a finite system

�lΦ(a) = 0, l ∈ B
for some finite subset B in R(A). However, a priori there is no canonical choice of the subset
B ⊂ R(l).

The differential operators Dβ
k (1 ≤ k ≤ d) depend on the choice of a Z-basis u1, . . . , ud of

N , but solutions of the system

Dβ
kΦ(a) = 0, 1 ≤ k ≤ d

are independent of this basis.

Example 5.4. Let d = 2, n = 3, v1 = (1, 0), v2 = (1, 1), v3 = (1, 2). Then the lattice R(A)
is generated by (1,−2, 1) (v1 + v3 = 2v2). The GKZ-hypergeometric system reduces to the
following 3 equations

∂

∂a1

∂

∂a3

Φ =

(
∂

∂a2

)2

Φ,(
a1

∂

∂a1

+ a2
∂

∂a2

+ a3
∂

∂a3

− β1

)
Φ = 0,(

a2
∂

∂a2

+ 2a3
∂

∂a3

− β2

)
Φ = 0.

Theorem 5.5. Let d = 2, M = Z2 and A be the set of n+ 1 vectors

v0 = (1, 0), v1 = (1, 1), v2 = (1, 2), . . . , vn = (1, n).

Denote by ρ1, . . . , ρn the roots of a general equation

f(z) = a0 + a1z + a2z
2 + · · ·+ anz

n = 0

of degree n. Then for any nonzero complex number µ the functions

ρµ
1 , . . . , ρ

µ
n

form a basis for the solution space of the A-hypergeometric system with the parameter β =
(0,−µ).

Proof. Consider the integral

I(f, γ) =
1

2πi

∫
γ

zµd ln(f(z)) =
1

2πi

∫
γ

zµf
′(z)

f(z)
dz =

1

2πi

∫
γ

zµ

(
n∑

i=1

1

z − ρi

)
dz.

If γ is choosen as small circle containing ρi and no other roots ρj j 6= i, then I(f, γ) equals
ρµ

i . On the other hand,

∂

∂ak

I(f, γ) =
1

2πi

∫
γ

zµ

(
kzk−1

f(z)
− zkf ′(z)

f 2(z)

)
dz
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∂

∂al

∂

∂ak

I(f, γ) =
1

2πi

∫
γ

zµ

(
−kzl+k−1f ′(z)

f 2(z)
− lzk+l−1f ′(z)

f 2(z)
+ 2

zk+l(f ′(z))2

f 3(z)

)
dz.

Therefore, we have
∂

∂al

∂

∂ak

I(f, γ) =
∂

∂ai

∂

∂aj

I(f, γ)

if k+ l = i+ j. Two homogeneity conditions are abviously satisfied, because f and λf have
the same roots and roots of f(λx) are obtained from roots of f through division by λ.

�

Corollary 5.6. (Mayer) [45] The roots ρ1, . . . , ρn of a general equation

f(z) = a0 + a1z + a2z
2 + · · ·+ anz

n = 0

of degree n form a basis for the solution space of the A-hypergeometric system with the
parameter β = (0,−1).

Example 5.7. Let ρ1, ρ2 be two roots of f(x) = a0 + a1x+ a2x
2.

ρ1 = −a0

a1

∞∑
m=0

1

m+ 1

(
2m

m

)(
a0a2

a2
1

)m

ρ2 = −a1

a2

+
a0

a1

∞∑
m=0

1

m+ 1

(
2m

m

)(
a0a2

a2
1

)m

For small values of z = a0a2

a2
1

the ratio ρ1/ρ2 is small

Applying the same arguments to log z instead of zµ.

Theorem 5.8. (Skarke) [52] If one considers the previous A-hypergeometric system with
the parameter β = (0, 0), then

1, ln(ρ1/ρ2), . . . , ln(ρn−1/ρn)

form a basis of the solution space.

Remark 5.9. All 2n−1 distinct Puiseux series for the roots ρ1, . . . , ρn were found by Sturmfels
([55], Theorem 3.2).

Example 5.10. The integral

I(a) =

∫
γ

dz√
z(a1 + a2z + a3z2)

=

∫
γ

dz√
a1z + a2z2 + a3z3

.

is a solution of the GKZ-hypergeometric system for

A = {v0 = (1, 0), v1 = (1, 1), v2 = (1, 2)}, β = (−1/2, 1/2).

Indeed we have

∂

∂a1

∂

∂a3

I(a) =

(
∂

∂a2

)2

I(a) =
3

4

∫
γ

z3/2dz

(a1z + a2z2 + a3z3)5/2(
a1

∂

∂a1

+ a2
∂

∂a2

+ a3
∂

∂a3

)
I(a) = −1

2

∫
γ

(a1 + a2z + a3z
2)dz√

z(a1 + a2z + a3z2)3
= −1

2
I(a),(

a1
∂

∂a1

+ 2a2
∂

∂a2

+ 3a3
∂

∂a3

)
I(a) = −1

2

∫
γ

z(a1 + 2a2z + 3a3z
2)dz√

(za1 + a2z2 + a3z3)3
= 0.
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The integral I(a) describes periods of the elliptic curve

w2 = z(a1 + a2z + a3z
2), a1a3(a

2
2 − 4a1a2) 6= 0.

Remark 5.11. In [26] the finite subset A = {v1, . . . , vn} ⊂ M was assumed to generate M
and satisfy 〈vi, nA〉 = 1 (1 ≤ i ≤ n) for some element nA of the dual lattice N . The last
condition imply that the GKZ-hypergeometric system has only regular singularties and its
solutions are generalized hypergeometric functions of nonconfluent type. The singular locus
of this A-hypergeometric system is described by the condition EA(f) = 0. A more general
situation in which vectors v1, . . . , vn need not to be on an affine hyperplane was considered
by Dwork-Loeser [22, 23] and Adolphson [1]. In general, one obtains a holonomic system
whose solutions are generalized hypergeometric functions of confluent type.

Example 5.12. Let A = {−1, 1} ⊂ Z = M . Then

F (β + 1, a1, a2) :=
1

2πi

∫
C

exp
(
a1z +

a2

z

) dz
z

= (α1)
β

0F1(β + 1, (a1a2)),

where

0F1(λ, t) :=
∞∑

k=0

Γ(λ)

k!Γ(λ+ k)
tk =

1

2πi

∫
C

z−λ exp

(
z +

t

z

)
dz

is the classical confluent hypergeometric series. We remark that

J0(x) =
1

2πi

∫
C

exp

(
z − x2

4z

)
dz

z

is the classical Bessel function.

Definition 5.13. Let ∆∞ = ∆∞(A) be the convex hull in MR of 0 and A = {v1, . . . , vn}. If

f(x) =
∑
m∈A

amx
m,

then we call ∆∞ the Newton polytope of f at infinity.

Remark 5.14. If all elements of A belong to an affine hyperplane 〈∗, nA〉 = 1 for some

element nA of the dual lattice N , then ∆∞ can be identified with the polytope ∆̃ from our
previus consideration, where ∆ is the convex hull of A (we assume that dim ∆ = d− 1).

One can prove that GKZ-hypergeometric system is holonomic and its space of solutions
has dimension d!Vol(∆∞). In the regular case, one can sometimes constract explicitly a basis
for solutions. For this purpose we introduce some new definitions.

Definition 5.15. Let λ = (λ1, . . . , λn) be an arbitrary element of Cn. We consider the
formal series

Φλ(a) =
∑

l∈R(A)

1

(2πi)n

∫
Cn

z−λ−l exp

(
n∑

i=1

aizi

)
dz

z
=

=
∑

l∈R(A)

(
n∏

i=1

Γ(λi + li + 1)−1

)
aλ+l



COHOMOLOGY, PERIODS AND THE HODGE STRUCTURE OF TORIC HYPERSURFACES 29

Let e1, . . . , en be a standard basis of Cn. Using the property Γ(z + 1) = zΓ(z), we obtain

∂

∂aj

Φλ(a) = Φλ−ej
(a), 1 ≤ j ≤ n.

It follows immediately from the definition Φλ(α) that

Φλ(a) = Φλ′(a), if λ− λ′ ∈ R(A).

These properties imply that
�lΦλ(a) = 0, ∀ l ∈ R(A).

On the other hand, for any l = (l1, . . . , ln) ∈ R(A) we have(
n∑

i=1

〈vi, uk〉ai
∂

∂ai

)
aλ+l =

(
n∑

i=1

(λi + li)〈vi, uk〉

)
aλ+l =

= 〈
n∑

i=1

λivi, uk〉aλ+l + 〈
n∑

i=1

livi, uk〉aλ+l = 〈
n∑

i=1

λivi, uk〉aλ+l,

since
∑n

i=1 livi = 0. This shows that Φλ(a) formally satisfies the GKZ-system with the
parameter β =

∑
i=1 λivi ∈MC.

Definition 5.16. A subset I ⊂ {1, . . . , n} such that |I| = d is called a base if the element
{vi}i∈I ⊂M a linearly independent, i.e. they form a basis of MQ.

Every base I ⊂ {1, . . . , n} defines a Q-splitting of the exact sequence

0 → R(A) → Zn →M → 0

Using the isomorphisms

QI ∼= MQ, QI ∼= R(A)Q,

where I = {1, . . . , n}\I, and the standard lattices ZI ⊂ QI , ZI ⊂ QI , we obtain a sublattice
MI of finite index r(I) in M generated by {vi}i∈I and a lattice Λ(I) ⊂ R(A)Q containing
R(A) together with a natural isomorphism

M/MI
∼= Λ(I)/R(A).

Using the splitting of
0 → R(A)C → Cn →MC → 0

defined by a base I, we can define the canonical i-lifting βI of an element β ∈MC.
Let δ1, . . . , δr(I) ∈ Λ(I) be representatives of all elements in the finite group Λ(I)/R(A).

Then r(I) power series
Φδj−βI

(α), 1 ≤ j ≤ r(I)

are solutions of the GKZ-system with the parameter β. Moreover, they can be written as

aδj+βI

∑
l∈R(A)∩Cj(β)

cla
l.

for some (n− d) dimensional cone Cj(β) in R(A)R.

Definition 5.17. Let T be a convex triangulation of ∆. An element β ∈ MC is called
T -nonresonant if the lattices βI + Λ(I) and βI′ + Λ(I ′) have empty intersection for any two
different d-dimensional simplices I, I ′ ∈ T .
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Theorem 5.18. [26] Assume that A belong to an affine hyperplane 〈∗, nA〉 = 1 for some
element nA of the dual lattice N . Let T be a convex triangulation of ∆ = Conv(A) corre-
sponding to a vertex of the secondary polytope Sec(A). If β is T -nonresonant, then the power
series

Φδj+βI
(α), 1 ≤ j ≤ r(I), I ∈ T

have common convergency domain and form a C-basis of the space of solutions which has
dimension Vol(∆) = Vol(∆∞).

Example 5.19. Let ∆ be a simplex. Consider a convex triangulation T of ∆ consisting
of the single simplex ∆. Then every β ∈ MC is T -nonresonance. So we can find a basis of
solutions for any β. Take β = 0 for our previous example. The lattice Λ(I) is generated
by (1/2,−1, 1/2). We obtain two representatives for Λ(I)/R(A): δ1 = (0, 0, 0) and δ2 =
(1/2,−1, 1/2). Then two independent solutions are

Φδ1 =
∑
l∈Z

Γ(l + 1)−2Γ(−2l + 1)−1 a
l
1a

l
3

(a2)2l
= 1,

Φδ2 =

(
a1a3

(a2)2

)1/2∑
l∈Z

Γ(l + 1 + 1/2)−2Γ(−2l)−1 a
l
1a

l
3

(a2)2l
=
∑
l<0

Γ(l + 1 + 1/2)−2Γ(−2l)−1 a
l
1a

l
3

(a2)2l

Definition 5.20. Let θ1, . . . , θs be the codimension-1 faces of ∆ that contain the origin
0 ∈M . Each θi is the intersection of the hyperplane defined by the equation 〈∗, li〉 = 0 with
∆, where li is a primitive element of N such that 〈∗, li〉 ≥ 0 on ∆. Am element β ∈ MC
is called semi-nonresonant if 〈∗, li〉 is not 0 or a negative integer for all i = 1, . . . , s. Am
element β ∈MC is called nonresonant, if 〈β, li〉 6∈ Z for all i = 1, . . . , s

The following result was proved by Adolphson [1]:

Theorem 5.21. Assume that A generates M and β is a semi-nonresonant. Then the solu-
tion of the A-hypergeometric system form a vector space of dimension Vol(∆∞).

Remark 5.22. For arbitrary β one has Vol(∆∞) only as a low estimate for the dimension of
the solution space [50, 51]. The resonant case β = 0 is especially interesting from view-point
of toric mirror symmetry [54].

6. Exponential sums and the method of Dwork

Let p be a prime number, q = pr, and Fq the finite field with q elements. Consider a
Laurent polynomial

f(x) =
∑
m∈A

amx
m ∈ Fq[M ] ∼= Fq[x

±1
1 , . . . , x±1

d ]

as a regular function on the d-dimensional algebraic torus T and choose a nontrivial additive
character Ψ: Fq → C?. The polynomial f and the character Ψ determine for any k ≥ 1 the
exponential sum

Sk(Ψ, f) :=
∑

x1,...,xd∈F∗
qk

Ψ
(
TrFqs/Fqf(x1, . . . , xd)

)
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and the corresponding L-function

L(Ψ, f, t) = exp

( ∞∑
k=1

Sk(Ψ, f)
tk

k

)
.

Dwork attached to f and Ψ a complex DK•, of p-adic Banach spaces, so called p-adic
Dwork-Koszul complex, such that its cohomology groups H i(DK•) are vector spaces over
a finite extension of Qp endowed with a Frobenius automorphism F , and one has

L(Ψ, f, t) =
n∏

i=0

det(Id− tF |H i(DK•)(−1)i+1

.

The following result is due to Adolphson and Sperber [2]:

Theorem 6.1. If f is nondegenerate with respect to ∆∞(f) and dim ∆∞(f) = d, then

L(Ψ, f, t)(−1)d−1

is a polynomial of degree Vol(∆∞(f)), where ∆∞(f) is convex hull of 0 and all lattice points
which occur as exponents in monomials of f .

Remark 6.2. If A is contained in affine hyperplane 〈∗, u〉 for some u ∈ N and dim ∆∞(f) =
d, then DK• is a p-adic completion of the Koszul complex C•(f) considered in section 2. In
this case, we have Vol(∆∞(f)) = Vol(∆), where ∆ is the convex hull of A. Moreover, the
L-function L(Ψ, f, t) is equal to nontrivial factor in the the Weil zeta-function of the affine
(d− 2)-dimensional hypersurface Zf ⊂ Td−1 (see [20, 21, 38]).

Example 6.3. Let ε ∈ C∗ be a primitive p-th root of unity. One defines an additive character
Fp → C∗ using the homomorphism

Z → C∗, a 7→ εa.

The integral is analogous to the sum∑
x0,x1,...,xn∈F∗p

εx0f(x) = pN ′
p − (p− 1)d,

where N ′
p is the number of solutions of the equation f(x) = 0 in (F∗p)d.

Let us discuss combinatorial aspects of the complex DK•.
We denote by C(∆∞) cone the union of all rays in MR emanating from the origin and

passing through ∆∞(f). Define a piecewise linear weight function:

w : C(∆∞) → R

α 7→ w(α)

where w(α) is the smallest positive real number λ such that α ∈ λ∆∞(f). One has the
following properties of the weight function:

(1) w(λα) = λw(α) ∀λ ∈ R>0,
(2) w(α) = 0 ⇔ α = 0,
(3) w(α1 + α2) ≤ w(α1) + w(α2) and the equality holds if and only if the rays from 0 to

α1 and α2,
(4) w(M ∩ C(f)) is contained in (1/k)Z for some positive integer k.
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The weight function defines an increasing filtration on the ring K[M ∩ C(∆∞)] by finite
dimensional subspaces generated by monomials of weight ≤ i/k for some positive i ∈ Z. We
denote by S(∆∞) the associated graded ring (it is graded by nonnegative rational numbers
from (1/k)Z). Since the Laurent polynomial f has weight 1 it defines an element F ∈
S1(∆∞). Denote

Fi := xi
∂F

∂xi

, i = 1, . . . , d.

If f is nondegenerate with respect to ∆∞(f) and dim ∆∞(f) = d, then F1, . . . , Fd form a
regular sequence in S(∆∞) [37]. The Koszul complex associated with F1, . . . , Fd is acyclic
except in degree 0. One can show that the dimension of the Artinian ring

S(∆∞)/〈F1, . . . , Fd〉S(∆∞)

equals Vol(∆∞). This ring is analogous to the Jacobian ring Sf in our previous considera-
tions.

Remark 6.4. There exists a twisted version of exponential sums. Given a k-regular function
f on (T)d, a nontrivial additive character Ψ: Fq → C∗, and a multiplicative character χ ∈MQ
χ : Td(Fq) → C∗, one can form exponential sums

Sk(Ψ, χ, f) =
∑

x∈Td(F
qk )

(χ ◦ NF
qk/Fq(x))(Ψ ◦ TrF

qk/Fq(f(x)))

(where km is the extension of k of degree m) and an associated L-function

L(Ψ, χ, f ; t) = exp

( ∞∑
k=1

Sk(Ψ, χ, f)
tk

k

)
.

For general results see [4, 5].

Example 6.5. If ψ is nontrivial additive character of Fq, then

S(q, b) :=
∑
x∈F∗q

ψ

(
t+

b

t

)
= 2

√
q cos θ(q, b) (0 ≤ θ(q, b) < π)

is a classical Kloosterman sum. If χ is a multiplicative character of F∗q, then

K(b, χ, ψ) :=
∑
x∈F∗q

χ(t)ψ

(
t+

b

t

)
is called twisted Kloosterman sum.

7. Topology of real and complex toric hypersurfaces

Let K = R , or K = C. We are interested in topology of the set Zf (K) of solutions of the
equation f(x) = 0 in Td(K) (∼= (R∗)d or C∗)d).

First we start with the case K = R.
The algebraic torus Td(R) has 2d connected components which are isomorphic as topolog-

ical groups to Rd. It is enough to understand the topology of Zf (R) in only one connected
component of Td(R). In the case d = 1 the latter is equivalent to counting positive real roots
of a polynomial

f(x) = a0 + a1x+ · · ·+ anx
n ∈ R[x].

The following classical theorem is well-known:
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Theorem 7.1. (Déscart) The number of positive real roots of f is not greater than the
number of changes of sign in the sequence

{a0, a1, . . . , an}.

In order to get more precise information about positive roots we consider a one-parameter
family of polynomials

ft(x) = a0t
m0 + a1xt

m1 + · · ·+ anx
ntmn

for some generic sequence of integers (m0,m1, . . . ,mn). Let New(ft) be the Newton diagram
of ft(x). Then the low boundary of New(ft) induces a subdivision of the interval [0, n] into
subintervals

[i0, i1], [i1, i2], · · · , [is, is+1],

where i0 = 0, is+1 = n and 0 < i1 < i2 < · · · < is < n.

Theorem 7.2. For sufficiently small positive values of t, the number of positive real roots
of the polynomial ft(x) is equal to the number of changes of sign in the sequence

{ai0 , ai1 , . . . , ais+1}.

Proof. The statement follows again from the classical Newton-Puiseux theorem if we remark
that the polynomial

tmikaik + tmik+1aik+1

has a unique positive real root if aikaik+1
< 0 and has no positive real roots if aikaik+1

> 0.
�

A higher dimensional generalization of the last theorem is due to Viro [58, 47] (see also
[28], Chapter 11, §5).

Let A be a finite subset in M such that the convex hull of A is a d-dimensional polytope in
MR. Take a convex piecewise linear function ϕ on ∆ which defines a convex triangulation T
of ∆ associated with A. For any simplex τ ∈ T of positive dimension which is not contained
in the boundary ∂∆ define a subset τ(R) as follows. Let v1, . . . , vs be vertices of τ and we
assume without loss of generality that

av1 , av2 , . . . , avr > 0

and

avr+1 , avr+2 , . . . , avs < 0.

Then we define τ(R) to be the intersection of the relative interior of τ with the affine
hyperplane l(y) = 0, where l : MR → R is an arbitrary affine linear function such that

l(v1) = l(v2) = · · · = l(vr) = 1, l(vr+1) = l(vr+2) = · · · = l(vs) = −1.

Define

T (R) =
⋃

τ 6∈∂∆

τ(R),

where the union runs over all simplices τ ∈ T of positive dimension which are not contained
in the boundary ∂∆.

The theorem of Viro claims:

Theorem 7.3. For sufficiently small positive values of t, the set of real solutions of ft(x) in
the connected component of unity of Td(R) is topologically equivalent to T (R).
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Example 7.4. Take A = {v0, v1, . . . , vd, vd+1} ⊂ Zd , where v1, . . . , vd is a standard basis of
Zd, v0 = 0 and vd+1 = −v1 − · · · − vd. Consider a one-parameter family of hypersurfaces

ft(x) = −1 + x1 + · · ·+ xd +
t

x1 · · ·xd

.

Then for sufficiently small positive t, the set of positive real solutions of the equation ft(x) = 0
is topologically equivalent to a (d− 1)-dimensional unit sphere y2

1 + · · ·+ y2
d = 1 (y ∈ Rd).

The method of Viro can be extended for the study of topology of Zf (C) using so called
tropical geometry [40]. We illustrate this method for the case d = 2.

Example 7.5. Assume that a 2-dimensional lattice polytope ∆ is triangulated into a union
of basic triangles {τ1, . . . , τk}, i.e. Vol(τi) = 1. We associate with every basic triangle τi ∈ T
a 2-dimensional topological manifold X(τi) which is homeomorphic to S2 \ {p(i)

1 , p
(i)
2 , p

(i)
3 }

(we establish a bijection between 3 points p
(i)
1 , p

(i)
2 , p

(i)
3 in S2 and 3 sides of the triangle τi).

We remark that X(τi) is isomorphic to the algebraic curve in (C∗)2 defined by the equation
1 + x1 + x2 = 0. It is clear that Xi homeomeorphic to S2 minus 3 small closed discs

D(p
(i)
1 ), D(p

(i)
2 ), D(p

(i)
3 ) around the points p

(i)
1 , p

(i)
2 , p

(i)
3 . If a 1-dimensional side σl of τi is not

contained in the boundary of ∆ then we modify X(τi) by adding X(σl) := ∂D(p
(i)
l ) ∼= S1

to X(τi) as boundary. By this procedure we obtain a partial compactification X(τi) of
X(τi) The topological model of a complex ∆-nondegenerate hypersurface Zf (C) ⊂ T2(C) is
obtained by glueing

X(τ1), . . . , X(τk)

along 1-dimensional boundaries X(σl): if σl is a common side of two triangles τi and τj, then

we identify X(τi) and X(τj) along the circle X(σl).

Unfortunately, in higher dimensions one can not expect that a d-dimensional lattice poly-
tope ∆ admits a convex triangulation T by basic simplices (such a triangulation is called
unimodular). Therefore one needs to consider more general building blocks for topological
models of Zf (C). Consider an arbitrary k-dimensional simplex τ ∈ T (k > 0, τ 6⊂ ∂∆). We
denote by M(τ) the k-dimensional lattice obtained as intersection of M with the minimal
affine subspace in MR containing all vertices v0, v1, . . . , vk of τ . We associate with every such
k-dimensional simplex τ ∈ T a (k + d− 2)-dimensional variety X(τ) which is isomorphic to
the product

Z(τ)× T (τ),

where T (τ) ∼= (S1)d−k is a (d− k)-dimensional topological torus whose lattice of characters
is M/M(τ) and Z(τ) ⊂ Tτ affine hypersurface in the algebraic torus Tτ

∼= (C∗)k (M(τ) is
the lattice of algebraic characters of Tτ ) defined by the equation

k∑
i=0

xvi = 0.

The topological model of a ∆-nondegenerated affine hypersurface Zf (C) is obtained as dis-
joint union

qτ 6⊂∂∆X(τ).

This description defines a natural topological filtration Zf (C) by closed subsets corresponding
to union of X(τ) over all simplices τ of dimension ≤ k. This filtration induces a filtration
FT in the cohomology Hd−1(Zf ).
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Theorem 7.6. Assume that a convex triangulation T is defined by a piecewise linear convex
function ϕ : ∆ → R such that ϕ(A) ⊂ Z and define

ft(x) :=
∑
m∈A

amt
ϕ(m)xm.

Then the filtration FT in Hd−1(Zf ) coincides with the monodromy filtration around t = 0 for
the 1-parameter family of hypersurfaces defined by the equation ft(x). If T is a unimodular
conex triangulation then the filtration FT is opposite to the Hodge filtration in Hd−1(Zf ).

Example 7.7. In the previous example 7.5, the dual classes of 1-dimensional cycles X(σj)
generate a l∗(∆)-dimensional subspace in H1(Zf ) which is complementary to the Hodge
subspace

F 1H1(Zf ) = H1,0 ⊕H1,1 ⊂ H1(Zf )

of dimension l∗(∆) +B(∆)− 1.

8. Toric mirror symmetry

We start with one version of toric mirror symmetry which is called local mirror sym-
metry.

Let A = {v1, . . . , vn} be a finite subset in M such that 〈vi, u〉 = 1 (i = 1, . . . , n) for some
lattice point u ∈ N . We assume that the convex hull of A is a (d− 1)-dimensional polytope
∆. Then we have a short exact sequence

0 → R(A)R → Rn →MR → 0.

Consider the dual exact sequence

0 → NR → Rn α→ R(A)∗R → 0.

Then the secondary polytope Sec(A) as a polytope in R(A)R defines a secondary fan Σ(A)
in the dual space R(A)∗R. A cone σ of maximal dimension in Σ(A) is the set of all linear
functions on R(A)R which attain minimum at the same vertex of the secondary polytope
Sec(A).

Let Cn → Rn be the smooth map

(z1, . . . , zn) 7→ (|z1|2, . . . , |zn|2).

Its composition with the linear map α : Rn → R(A)∗R will be denoted by µA.

Theorem 8.1. Let p be an arbitrary point in the (n − d)-dimensional space R(A)∗R. The
subset µ−1

A (p) ⊂ Cn is a smooth real subvariety if and only if p is an interior point of a
(n− d)-dimensional cone σ ∈ Σ(A). If we consider

H(z) =
n∑

i=1

|zi|2

as a Hamilton function on Cn, then

µA : Cn → R(A)∗R

is the moment mapping corresponding to a Hamiltonian action of the (n − d)-dimensional
compact torus T (A) ⊂ (S1)n whose lattice of characters is dual to R(A). In particular,
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R(A)∗R can be identified with the dual space to Lie algebra of T (A). If µ−1
A (p) is smooth, then

the torus action of T (A) on µ−1
A (p) has at most finite stabilizer and the quotient space

X(p) := µ−1
A (p)/T (A)

is a symplectic variety with at worst orbifold singularities. The variety X(p) is smooth if and
only if p is an interior lattice point of a (n − d)-dimensional cone σ ∈ Σ(A) corresponding
to a convex unimodular triangulation of ∆.

Let ψ0(∆), ψ1(∆), . . . , ψd−1(∆) (resp. ϕ1(∆), ϕ2(∆), . . . , ϕd(∆)) be the coefficients of the
polynomial Ψ∆(t) (resp. Φ∆(t)). Recall that

tdΨ∆(t−1) = Φ∆(t).

A starting point of local toric mirror symmetry could be the following important observation:

Theorem 8.2. Assume that X(p) is smooth, then X(p) is a quasi-projective smooth toric
variety of dimension d over C and its cohomology groups H i(X(p),Z) and H i

c(X(p),Z) are
free abelian groups of whose rank is defined by the following formulas

H i(X(p),Z) = H i
c(X(p),Z) = 0, if i 6= 2k,

rkH2k(X(p),Z) = ψk(∆), k = 0, 1, . . . , d− 1,

rkH2k
c (X(p),Z) = ϕk(∆), k = 1, 2, . . . , d.

Example 8.3. Let A = {(1, 0), . . . , (1, n)} ⊂ Z2. Then the polytope ∆ = Conv(A) admits
a single unimodular triangulation. The corresponding smooth variety X(p) is a minimal
desingularization of the cyclic quotient singularity xn

0 − x1x2 = 0.

Theorem 8.2 suggests that there should be some relation between the pair of cohomol-
ogy groups (H∗(X(p),Z), H∗

c (X(p),Z)) and the pair (Sf , If ) for ∆-nodegenerate Laurent
polynomials f . The second pair depends on the coefficients of f , but the first one has no
parameters. One can make the pair (H∗(X(p),Z), H∗

c (X(p),Z)) to be dependent on param-
eters corresponding to the choice of the point p. The choice of p determines the symplectic
structure on X(p). Using Gromov-Witten invariants of maps of pseudo-holomorphic curves
to X(p), one can define a deformation of the pair (H∗(X(p),Z), H∗

c (X(p),Z)) parametrized
by the symplectic structure. Such a deformation is called (small) quantum cohomology
of X(p).

In physical literature the last construction is called gauged linear sigma-model asso-
ciated with X(p). On the other hand, a ∆-nondegenerate Laurent polynomial f determines
so called Landau-Ginzburg theory which depends on coefficients of f (only (n − d) of
these coefficients can be considered as independent).

In fact, there exist a deformation of pairs (H∗(X(p),Z), H∗
c (X(p),Z)) and (Sf , If ) which

depend on Vol(∆) independent parameters. For the first pair such a deformation is deter-
mined by a big quantum cohomology of X(p). For the second pair, the corresponding
deformation defined by Barannikov-Kontsevich is determined by the Lie algebra of polyvec-
tor fileds. Both deformations can be formalized in the language of Frobenius manifolds [34].
The identification of two Frobenius structures coming from f and X(p) is a very nontrivial
problem. This identification is called toric mirror symmetry. The first step in this identi-
fication is so called monomial-divisor mirror correspondence [6]: the set A parametrize
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simultaneously the set of monomials aix
vi (i = 1, . . . , n) in the polynomial f and the set of

divisors zi = 0 (i = 1, . . . , n) on X(p).
Originally, toric mirror symmetry was formulated for Calabi-Yau hypersurfaces in toric

varieties P∆ corresponding to reflexive polytopes [10]. It was observed in [11] that periods
of such hypersurfaces are GKZ-hypergeometric functions.

Definition 8.4. A d-dimensional lattice polytope ∆ ⊂ MR is called reflexive if 0 is con-
tained in the interior of ∆ and the polytope

∆∗ := {y ∈ NR : 〈x, y〉 ≥ −1 ∀x ∈ ∆}
has vertices in N .

If ∆ is reflexive, then ∆∗ is also reflexive and (∆∗)∗ = ∆. Both toric varieties P∆ and P∆∗

are Fano varieties with at worst Gorenstein singularities. The combinatorial duality between
∆ and ∆∗ is a basis of toric mirror symmetry for Calabi-Yau hypersurfaces in Gerenstein
toric Fano varieties [10].

Example 8.5. Let v1, . . . , vd be a standard basis of the lattice Zd. Define ∆ to be the
convex hull of v1, . . . , vd and vd+1 = −v1 − · · · − vd. Then ∆ is a simplest example of a
d-dimensionale polytope. The dual reflexive polytope is the simplex

∆∗ = {(y1, . . . , yd) : y1, . . . , yd ≥ −1, y1 + · · ·+ yd ≤ 1.}.
These two reflexive polytopes define families of Calabi-Yau hypersurfaces of degree (d + 1)
in Pd and their mirrors.

If ∆ is a d-dimensional reflexive polytope then If is isomorphic to Sf (−1) as homogeneous
Sf -module. In particular, we have

ψi(∆) = ϕi+1(∆), i = 0, 1, . . . , d.

The ring Sf can be considered as a deformation of the (orbifold) cohomology ring of the
toric Fano variety P∆∗ .

Mirror symmetry for Calabi-Yau manifolds exchange the deformation of complex structure
and with the deformation of symplectic structure. In particular, both deformations are
described by regular holonomic differential systems.

The Gromov-Witten deformations in the quantum cohomology of Fano varieties are ex-
pected to be descibed by holonomic differential systems corresponding to oscillating integrals.
Singularities of these differential systems are not regular anymore.

Example 8.6. Let A = {−1, 1}. Consider the integral

1

2πi

∫
|z|=1

exp

(
z +

t

z

)
dz

z
=
∑
k≥0

1

k!

1

2πi

∫
|z|=1

(
z +

t

z

)k
dz

z
=

=
∑
l≥0

1

(2l)!

(
2l

l

)
tl =

∑
l≥0

tl

(l!)2
.

This series is known to be the solution of the differential equation

Θ2Φ(t) = tΦ(t), Θ := t
∂

∂t

corresponding to the small quantum cohomology of P1 [30]. This equation has irregular
singularities.
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Remark 8.7. As we have already mentioned, Gromov-Witten invariants obtained from inter-
section theory for maps of genus-0 pseudo-holomorphic curves to a given compact symplectic
manifold X define a structure of Frobenius manifold on the cohomology of X. However, it
is not much known about the structure behind the Gromov-Witten invariants obtained from
intersection theory for maps of higher genus pseudo-holomorphic curves to X. Only the
following two cases have been investigated in details:

Case 1: A = {−1, 1}. The higher genus Gromov-Witten theory on P1 has an elegant
description in terms of integrable systems (Toda-hierarchy). This case was investigated
recently by Getzler, Okounkov and Pandharipande [46, 44, 29]

Case 2: A = {(1, 0), . . . , (1, n)} ⊂ Z2. It was shown by Givental [31] that the total descen-
dent Gromov-Witten potential for mthe inimal symplectic resolution of An−1-singularity is
the Witten-Kontsevich τ -function of the integrable nKdV-hierarchy. Similar results hold for
minimal resolutions of arbitrary ADE-singularities [32].

9. Some student projects

1. Is it possible to generalize the notions of principal A-determinant and secondary poly-
tope for nonregular holonomic (confluent) A-hypergeometric systems? One would like to
find different power series expansions of generalized hypergeometric functions parametrized
by “vertices of the secondary polytope” as in the regular case.

2. Find a combinatorial formula for all twisted Hodge-Deligne numbers of toric hypersur-
faces Zf . The complete combinatorial formulas in the nontwisted case were obtained [12].
Does there exist a twisted version of toric mirror duality.

3. One could use the classical formulas for Γ-function

Γ(β) =

∫ ∞

0

zβ exp(−z)dz
z
,

Γ(β)

aβ
=

∫ ∞

0

zβ exp(−az)dz
z

and define a formal solution to GKZ-hypergeometric system in the form

Φ∗
λ =

∫
iR(A)R

(∫
Rn

>0

z(x+λ) exp

(
−

n∑
i=1

aizi

)
dz

z

)
dx =

=

∫
iR(A)R

a−x−λ

n∏
i=1

Γ(xi + λi)dx.

This integral is analogous to Mellin-Barnes integral for classical hyprgeometric functions.
Is it possible to compute these integrals using multidimensional residues (corresponding to
poles of Γ-functions) and write down them as as explicit powers series?

4. Let Zf ⊂ Td be a ∆-nondegenerate hypersurface. Consider a convex triangulation T of
∆ corresponding to a vertex of the secondary polytope. Find explicit power series expansion
of periods of holomorphic forms on Zf on (d−1)-dimensional cycles represented by connected
components of Zf (R) (real solutions of the equation f = 0. For example, one knows that
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the integral of the holomorphic 3-form on a Calabi-Yau quintic 3-fold V over p-adic points
V (Qp) is connected to counting of rational points modulo p and to the hypergeometric series∑

n≥0

5n!

(n!)5
zn.

Is this series related to the integral of the holomorphic 3-form over V (R)? May be it would
be easier to start with the case of elliptic curves [13].

5. Find confirmations of the toric (local) mirror symmetry for Gorenstein toric singu-
larties from view-point of monodromy groups. The case of 2-dimensional Gorenstein toric
singularities was considered by Skarke [52].

6. Find confirmations of the toric (global) mirror symmetry for new examples of toric
Fano varieties. The main motivation is the paper of Barannikov [7] about mirror of Pn. The
corresponding oscillating integrals are analogous to hyper-Kloosterman sums [53]. Similar
ideas related to Frobenius manifolds are contained in the recent papers of Douai and Sabbah
[18, 19]
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[29] E. Getzler, A. Okounkov, R. Pandharipande, Multipoint series of Gromov-Witten invariants of CP1,
math.AG/0207106.

[30] A. Givental, Equivariant Gromov-Witten invariants. Internat. Math. Res. Notices 1996, no. 13, 613–663.
[31] A. Givental, An−1-singularities and nKdV hierarchies, math.AG/0209205
[32] A. B. Givental, T. E. Milanov Simple singularities and integrable hierarchies, math.AG/0307176.
[33] Ph. Griffiths, J. Harris, Principles of algebraic geometry John Wiley & Sons, Inc., New York, 1994.
[34] C. Hertling, Frobenius manifolds and moduli spaces for singularities. Cambridge Tracts in Mathematics,

151. Cambridge University Press, Cambridge, 2002.
[35] M. Hochster, Rings of invariants of tori, Cohen-Macaulay rings generated by monomials, and polytopes.

Ann. of Math. (2) 96 (1972), 318–337.
[36] N. Katz, On the differential equations satisfied by period matrices, Inst. Hautes Études Sci. Publ. Math.

35 (1968), 223–258.
[37] A.G. Kouchnirenko, Polyédres de Newton et nombres de Milnor, Invent. Math. 32 (1976), no. 1, 1–31.

N.
[38] Koblitz, p- adic Numbers, p- adic Analysis, and Zeta-functions, 2nd edition, Grad. Texts in Math., vol.

58, Springer-Verlag, New York, 1984.
[39] A. Libgober, S. Sperber, On the zeta function of monodromy of a polynomial map Compositio Math.

95 (1995), no. 3, 287–307.
[40] G. Mikhalkin, Decomposition into pairs-of-pants for complex algebraic hypersurfaces, math.GT/0205011,

to appear in Topology.
[41] Monsky, p-Adic Analysis and Zeta Functions, Lectures in Mathematics, Kyoto University, Kinokuniya

Bookstore, Tokyo, 1970.
[42] X. de la Ossa, B. Florea, H. Skarke D-Branes on Noncompact Calabi-Yau Manifolds: K-Theory and

Monodromy, Nucl.Phys. B644 (2002) 170-200, hep-th/0104254.
[43] M. Oka, On the topology of full nondegenerate complete intersection variety, Nagoya Math. J. 121 (1991),

137–148.
[44] A. Okounkov, R. Pandharipande The equivariant Gromov-Witten theory of P1, math.AG/0207233
[45] K. Mayer, Monatsh. Math. Phys. 45 (1937), 280–313.
[46] R. Pandharipande, The Toda equations and the Gromov-Witten theory of the Riemann sphere,

math.AG/9912166.
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